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Preface 

This document attempts to capture the most compelling new science opportunities that are enabled by the 
unique capabilities of the new LCLS-II X-ray laser facility, namely: soft and tender X-rays (0.25 to 5 keV) 
at high repetition rates (up to 1 MHz) and hard X-rays (up to 25 keV) at 120 Hz. Many compelling areas 
of science have been identified by the scientific community, through a series of workshops over the past 
several years, where LCLS-II offers the potential to significantly advance our understanding. This 
document is not intended to be comprehensive of all the science to be pursued at the future LCLS facility.  
In particular, it does not capture important ongoing science that will continue to exploit the existing 
capabilities of the present LCLS facility. Nevertheless, this document will help to establish a scientific 
foundation for the new facility (encompassing present LCLS capabilities and new LCLS-II capabilities), 
and will inform LCLS strategic planning and investments over the next 5-10 years. 

The emphasis of this document is on identifying broad scientific opportunities, elucidating their potential 
impact, and providing a first-order link between these opportunities and LCLS-II capabilities. Brief 
descriptions are provided for various experimental approaches to be used, and novel new approaches to 
be developed, along with select examples of required optics and instruments. However, this document is 
not intended to capture all the optics and instrumentation requirements. Similarly it does not provide a 
detailed plan for instrumentation design or for any associated research and development that might be 
required. Balancing the scientific opportunities and impact, with instrumentation needs, available 
resources, and infrastructure, will be part of the LCLS planning process which this document will help to 
inform. 
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1.0 Executive Summary and Overview 

Since their discovery by Röntgen in 1895, X-rays have revolutionized our fundamental understanding of 
matter and, thereby, redefined chemistry, physics, biology, and many related fields of science and 
technology. The broad scientific importance of X-rays is reflected in the fact that 22 Nobel Prizes in 
physics, chemistry, and medicine have been awarded for work that involved X-rays. Scientists generally 
utilize X-rays in one of three ways: X-ray scattering, which exploits the short wavelengths of X-rays to 
resolve the structure of matter at the atomic scale; X-ray spectroscopy, which provides chemical 
specificity to characterize the local bonding and structural environment of specific atoms, and X-ray 
imaging which utilizes the penetrating capabilities of X-rays to reveal the unseen interior of complex 
matter. The development of synchrotron-based X-ray sources over the past 40 years has ushered in a 
modern age of X-ray science (leading to five Nobel Prizes since 1997) by harnessing high-energy electron 
accelerator technology to provide X-ray beams that are intense, highly directional, and tunable over a 
wide wavelength range. Synchrotron sources have developed into large regional scientific centers, 
servicing thousands of experiments per year, and X-rays are being applied in such disparate science areas 
as environmental science, astrophysics, and art history.  

The recent emergence of X-ray lasers, more than one hundred years after Röntgen’s original discovery, 
portends another revolution in X-ray science that will transform the field for the 21st century. X-ray free-
electron lasers (X-ray FEL), enabled by developments in electron accelerator technology, generate X-ray 
beams many orders of magnitude brighter than the brightest synchrotron source. X-ray FELs generate 
ultrafast pulses that can be as short as 1 femtosecond (10-15 of a second) and can approach full spatial and 
temporal coherence. The pulsed nature of the X-rays invite their use as a probe of sample dynamics on a 
fast time scale appropriate for observing atomic motions. The very high intensity can create a significant 
data set from a single X-ray pulse. Whereas previous X-ray sources, including synchrotron sources, have 
primarily engaged in studies of static structures, X-ray FELs are by their nature suited for studying 
dynamic systems at the time and length scales of atomic interactions. 

The first X-ray FEL to generate hard X-rays, the Linac Coherent Light Source (LCLS), began operation 
in 2009 and has dramatically exceeded performance expectations. This facility was created using an 
existing electron accelerator which limits its pulse rate to 120 Hz. It generates X-rays by amplifying 
spontaneous noise in the electron beam (the so-called SASE process), which limits the temporal 
coherence of the pulses. Nevertheless, LCLS has already had a significant impact on many areas of 
science, including: resolving the structures of macromolecular protein complexes that were previously 
inaccessible; capturing bond formation in the elusive transition-state of a chemical reaction; revealing the 
behavior of atoms and molecules in the presence of strong fields; observing quantum vortices in 
superfluid helium; and probing extreme states of matter from the structure of supercooled water to metals 
shock-heated to 10,000 degrees. The early success of LCLS, along with the promise of more X-ray laser 
science to come, makes a compelling case that a next-generation facility is essential. This need is widely 
recognized by the international science community, and has been cited in several BES reports. 

The 2007 BES report Directing Matter & Energy: Five Grand Challenges for Science & the Imagination1 
identified fundamental open questions that underpin energy science. The report further cited the need for 
new observational tools and facilities to help address these grand challenges. The 2009 BES report Next-
Generation Photon Sources for Grand Challenges in Science and Energy2 recognized specific areas of 
energy science where next-generation X-ray light sources would have the greatest impact. Most recently, 
the Report of the BESAC Subcommittee on Future X-ray Light Sources (2013)3 specifically stated: 

…an exciting window of opportunity exists for the U.S. to provide a revolutionary advance in X-ray 
science by developing and constructing an unprecedented X-ray light source. This new light source 
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should provide high repetition rate, ultra-bright, transform limited, femtosecond X-ray pulses over a 
broad photon energy range with full spatial and temporal coherence. 

LCLS-II represents just such an advance in X-ray laser technology and will be a transformative tool for 
energy science. It will qualitatively change the way in which X-ray scattering, spectroscopy and imaging 
will be used in the future, to observe in ways never before possible, how natural and artificial systems 
function, spanning multiple decades of time scales (down to the attosecond regime) and multiple spatial 
scales (down to the atomic regime). LCLS-II will further enable powerful new ways to capture rare 
chemical events, characterize fluctuating heterogeneous complexes, and reveal underlying quantum 
phenomena in matter using nonlinear, multidimensional, and coherent X-ray techniques that are only 
possible with a true X-ray laser. 

This next-generation facility will be based on advanced superconducting accelerator technology 
(continuous-wave RF) and tunable magnetic undulators. It will support the latest seeding technologies to 
provide fully coherent X-rays (at the spatial diffraction limit and at the temporal transform limit) in a 
uniformly-spaced train of pulses with programmable repetition rates of up to 1 MHz and tunable photon 
energies from 0.25 to 5 keV. It will also provide coherent X-ray pulses at photon energies greatly 
exceeding those presently available at LCLS, up to 25 keV at 120 Hz. 

It is important to note that the revolution in X-ray laser science coincides with a renaissance in 
conventional synchrotron X-ray sources. In particular, new storage-ring lattice designs with lower 
electron-beam emittance now enable the generation of diffraction-limited soft and hard X-ray beams with 
substantially higher brightness. The properties of X-rays from upgraded synchrotrons will begin to 
approach those of a continuous source at the spatial diffraction limit, with broad incoherent bandwidth, 
and long pulses with low peak intensities at hundreds of MHz repetition rate. Thus, synchrotron sources 
will continue to complement X-ray laser facilities by providing access to many thousands of users 
annually and serving many tens of experiments simultaneously. 

LCLS-II Science Opportunities Document Outline & Overview 

In a pending BES report, the original five grand challenges for science and the imagination1: 
 How do we control material processes at the level of electrons? 
 How do we design and perfect atom- and energy-efficient synthesis of revolutionary new forms of 

matter with tailored properties? 
 How do remarkable properties of matter emerge from complex correlations of the atomic or 

electronic constituents and how can we control these properties? 
 How can we master energy and information on the nanoscale to create new technologies with 

capabilities rivaling those of living things? 
 How do we characterize and control matter away – especially very far away – from equilibrium? 

will be augmented with five transformative opportunities for discovery science: 
 Mastering hierarchical architectures and beyond-equilibrium matter 
 Beyond ideal materials and systems: understanding the critical roles of heterogeneity, interfaces 

and disorder 
 Harnessing coherence in light and matter 
 Revolutionary advances in models, mathematics, algorithms, data, and computing 
 Exploiting transformative advances in imaging capabilities across multiple scales 
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Section 2 of this document describes six broad areas of science in which the unique capabilities of 
LCLS-II will be essential to achieving further advances on the original grand challenges and will address 
critical knowledge gaps at the new scientific frontiers of matter and energy, as summarized in the five 
transformative opportunities above. 

Fundamental Dynamics of Energy & Charge 
Charge migration, redistribution and localization, even in simple molecules, are not well understood at the 
quantum level. These processes are central to complex processes such as photosynthesis, catalysis, and 
bond formation/dissolution that govern all chemical reactions. Indirect evidence points to the importance 
of quantum coherences and coupled evolution of electronic and nuclear wavefunctions in many molecular 
systems. However, we have not been able to directly observe these processes to date, and they are beyond 
the description of conventional chemistry models. High-repetition-rate soft X-rays from LCLS-II will 
enable new dynamic molecular reaction microscope techniques that will directly map charge distributions 
and reaction dynamics in the molecular frame. New nonlinear X-ray spectroscopies offer the potential to 
map quantum coherences in an element-specific way for the first time. 

Experimental Approaches: 
 Dynamic molecular reaction microscope 
 Time-resolved photoemission spectroscopy 
 Time-resolved Hard X-ray scattering 
 New nonlinear X-ray spectroscopies 

Catalysis & Photo-catalysis 
Understanding catalysis and photo-catalysis is essential for directed design of new systems for chemical 
transformation and solar energy conversion that are efficient, chemically selective, robust, and based on 
earth-abundant elements. LCLS-II will reveal the critical (and often rare) transient events in these multi-
step processes, from light harvesting, to charge separation, to charge migration and subsequent 
accumulation at catalytically active sites. Time-resolved, high-sensitivity, element-specific spectroscopy 
enabled by LCLS-II will provide the first direct view of charge dynamics and chemical processes at 
interfaces, making it possible to pinpoint where charge carriers are lost (within a molecular complex or 
device) — a crucial bottleneck for efficient solar energy conversion. Such approaches will capture rare 
chemical events in operating catalytic systems across multiple time and length scales. The unique LCLS-
II capability for simultaneous delivery of hard and soft X-ray pulses opens the possibility to follow 
chemical dynamics (via spectroscopy), concurrent with structural dynamics (substrate scattering) during 
heterogeneous catalysis. 

Experimental Approaches: 
 Time-resolved resonant inelastic X-ray scattering and absorption spectroscopy 
 Time-resolved X-ray photoelectron spectroscopy 
 Simultaneous soft X-rays (spectroscopy) and hard X-rays (scattering) 
 X-ray photon correlation spectroscopy 
 New nonlinear X-ray spectroscopies 

Emergent Phenomena in Quantum Materials 
There is an urgent technology need to understand and ultimately control the exotic properties of new 
materials – ranging from superconductivity to ferroelectricity to magnetism. These properties emerge 
from the correlated interactions of the constituent matter components of charge, spin, and phonons, and 
are not well described by conventional band models that underpin present semiconductor technologies. 
Fully coherent X-rays from LCLS-II will enable new high-resolution spectroscopy approaches that will 
map the collective excitations that define these new materials in unprecedented detail. Ultrashort X-ray 
pulses and optical fields will facilitate new coherent light-matter approaches for manipulating charge, 
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spin, and phonon modes to both advance our fundamental understanding and point the way to new 
approaches for materials control.  

Experimental Approaches: 
 Time-resolved and high-resolution resonant inelastic X-ray scattering 
 Time-resolved X-ray dichroism and coherent scattering/imaging 
 Time- and spin-resolved hard X-ray photoemission 
 X-ray photon correlation spectroscopy 

Nanoscale Materials Dynamics, Heterogeneity & Fluctuations 
The properties of functional materials are often defined by interfaces, heterogeneity, imperfections, and 
fluctuations of charge and/or atomic structure. Models of ideal materials often break down when trying to 
describe the properties that arise from these complex, non-equilibrium conditions. Ultrashort X-ray pulses 
from LCLS-II will provide element-specific snapshots of materials dynamics to characterize transient 
non-equilibrium and meta-stable phases. Programmable trains of soft X-ray pulses at high repetition rates 
will characterize spontaneous fluctuations and heterogeneities at the nanoscale across many decades of 
time, while coherent hard X-ray scattering will provide unprecedented spatial resolution of material 
structure, its evolution, and relationship to functionality under operating conditions. 

Experimental Approaches: 
 X-ray photon correlation spectroscopy 
 Time-resolved X-ray scattering 

Matter in Extreme Environments 
Unpredictable material phases and properties also emerge under extreme conditions of temperature, 
pressure, and applied fields. Understanding the behavior of matter under these extreme conditions is 
essential to improve the function of materials in extreme environments, such as those required for fusion 
energy, and to advance our understanding of planets and stars in the universe. LCLS-II capabilities for 
generating soft and hard X-ray pulses simultaneously will enable the creation and probing of extreme 
conditions that are far beyond our present reach. Penetrating hard X-ray pulses will allow the unique 
characterization of unknown structural phases. The unprecedented spatial and temporal resolution will 
enable direct comparison with theoretical models relevant for inertial-confinement fusion and planetary 
science. 

Experimental Approaches: 
 Time-resolved X-ray scattering 
 Time-resolved X-ray Thomson scattering/X-ray spectroscopy 
 Simultaneous soft X-rays (spectroscopy) and hard X-rays (scattering) 

Revealing Biological Function 
Biological function is profoundly influenced by dynamic changes in protein conformations and by 
interactions with molecules and other complexes — processes that span many decades in time. Such 
dynamics are central to the function of biological enzymes, cellular ion channels comprised of membrane 
proteins, and macromolecular machines responsible for transcription, translation and splicing, to name 
just a few examples. X-ray crystallography at modern synchrotrons has transformed the field of structural 
biology by routinely resolving simple macromolecules at the atomic scale. LCLS has already 
demonstrated a major advance in this area by resolving the structures of macromolecules that were 
previously inaccessible by using the new approaches of serial nano-crystallography and diffract-before-
destroy with high-peak-power X-ray pulses. The high repetition rate of LCLS-II portents another major 
advance by revealing biological function through its unique capability to follow the dynamics of 
macromolecules and interacting complexes in real time and in native environments. Advanced solution 
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scattering and coherent imaging techniques will characterize, at the sub-nanometer scale, the 
conformational dynamics of heterogeneous ensembles of macromolecules – both spontaneous fluctuations 
of isolated complexes and conformational changes that may be initiated by the presence of specific 
molecules, environmental changes, or by other stimuli. The unique LCLS-II capability for generating 
two-color hard X-ray pulses will enable entirely new phasing schemes for nano-crystallography, and will 
resolve atomic-scale structural dynamics of biochemical processes that are often the first step leading to 
larger-scale protein motions. 

Experimental Approaches: 
 Time-resolved X-ray scattering 
 Time-resolved resonant inelastic X-ray scattering/spectroscopy 

Section 3 of this document describes a few of the qualitatively new experimental approaches that are 
enabled by the capabilities of LCLS-II (in addition to the more developed approaches indicated above). 

Multidimensional X-ray spectroscopy refers to a broad class of new methods that exploit coherent 
X-ray/matter interactions and incorporate sequences of X-ray pulses to generate experimental signals that 
are a function of multiple time delays and/or photon energies. In these techniques, X-rays are used both as 
a pump, to prepare element-specific non-equilibrium states of matter (in gas, liquid, or condensed phase), 
and as a probe of the time-evolution of these non-stationary states. As demonstrated in recent decades in 
the area of optical wave-mixing with amplified continuous-wave, mode-locked optical lasers, a high-
repetition-rate, tunable ultrafast X-ray laser will be essential to fully realize the tremendous scientific 
potential of multidimensional nonlinear X-ray techniques. These tools rely on the simultaneous 
combination of high peak power, high average power, tunability, and temporal and spatial coherence. 
Moreover, extracting scientific insight from multidimensional spectroscopy requires an ability to trade off 
peak power, average power, pulse duration, and bandwidth to enhance the nonlinear signals of interest 
and discriminate them from a multitude of other effects. The LCLS-II X-ray laser has the versatility to 
access the few-femtosecond time scales characteristic of electronic motion and quantum coherences in 
atoms and molecules, as well as the high spectral resolution to map the low-energy collective modes that 
define correlated materials. 

Heterogeneous Ensembles: Fluctuations, Structure & Function describes new approaches for revealing 
structure and function of macromolecular machines at the nanoscale, exploiting the high repetition rate of 
LCLS-II. We presently lack the tools necessary for dynamic imaging of such biological machines – in 
operation, in native solution environments. Small-angle and wide-angle X-ray scattering (SAX/WAX) in 
solution are presently being used to great advantage in combination with X-ray crystallography. However, 
the full potential of these approaches remains unrealized because of rotational averaging, owing to long 
exposure times – effectively projecting the scattering information from three-dimensional objects onto 
one dimension, thereby preventing unambiguous structure determination. Faster exposure times available 
from LCLS-II will eliminate the restriction of rotational averaging, thereby projecting the X-ray scattering 
information onto two dimensions – providing orders of magnitude of additional information that will 
enable structure determination in entirely new ways. In addition, the high repetition rate of LCLS-II will 
generate approximately 1010 scattering images per day. This unprecedented data volume (from solution 
ensemble samples or from single-particle scattering), combined with pattern-recognition algorithms and 
advanced computational approaches, will qualitatively transform our ability to extract information about 
heterogeneity (non-identical particles), spontaneous dynamics, and statistical rare events which are central 
to the way biological complexes function in native environments. 

High-speed Chemically-Selective Imaging refers to the potential for exploiting the high average coherent 
power from LCLS-II for three-dimensional imaging with chemical specificity over a wide range of length 
and time scales with continuous observation of chemical and structural processes. Applications range 
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from analysis of combustion chemistry applied to fuel jets and flames, to analysis of chemical flow 
through porous media, to polymer processing. 

Section 4 highlights some of the unique enabling beamline and endstation instrumentation – optics, 
detectors, lasers, and endstations – that will be needed to capitalize on the most important science 
opportunities described in Section 2. Development of instrumentation for LCLS-II is in the early stages, 
and this effort will be organized as part of the ongoing operation of the LCLS facility. Recent LCLS-II 
scientific workshops provide a starting point for defining and prioritizing the instrumentation needs. 
LCLS will continue to engage the scientific community for their input and feedback as plans for 
instrumentation development are refined. 

Section 5 provides a brief description of the LCLS-II X-ray laser, focusing on the unique capabilities, 
objective performance parameters, operating modes, and potential future options and capabilities. These 
are motivated by the science opportunities described in Section 2 and informed by recent LCLS-II 
scientific workshops. A more complete technical description can be found in the LCLS-II Final Design 
Report.4 
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2.0 Science Opportunities 

2.1 Fundamental Dynamics of Energy & Charge in Atoms & Molecules 

Synopsis 

All chemistry employs electron motion to carry out a reaction, but the fundamental dynamics of moving 
electrons have always been hidden because they are just too fast to detect. The typical momentum of an electron 
in a chemical bond is high enough to carry it across a small molecule in a fraction of a femtosecond. The motion 
of nuclei on the other hand proceeds on the timescale of many femtoseconds. The most powerful and widely used 
approximations in chemistry (and more than a few Nobel Prize achievements) actually take advantage of this so -
called “separation of time scales” to help reduce complex many-body quantum processes of electron and nuclear 
motion to more tractable forms that lead to simple predictive models. Yet these approximations cannot resolve 
the chemistry of some of our most urgent problems such as light harvesting by molecules and the transformation 
of light energy into chemical bonds. 

In addition, many of our great challenges in energy science, materials science, and bioscience require new 
insights that lie beyond this femtosecond barrier, require us to view the electrons as they interact with each 
other and with nuclei. Examples of these challenge problems are the role of coherence in photochemistry; the 
details of charge migration during radiation damage; and the initial dynamics of charge migration that lead to 
charge transfer in electrochemistry and in catalysis. 

In this section we will examine some of the opportunities for research enabled by LCLS-II in this area. The 
fundamental message is that LCLS-II will lead to new progress in this science, which will in turn transform our 

understanding of chemical change. 

Introduction 

Energy transfer in chemistry is carried by electrons, and initiated by electron motion. Lighting a flashlight 
or a candle, charging a battery, growth of a plant – all are electron-initiated processes. The defining 
characteristic that separates these chemical processes from other materials processes (freezing, 
evaporation, bending, cracking, etc.) is that in chemistry, the electrons change their state. It is therefore 
not surprising that a new instrument that is capable of detecting and imaging electron motion in matter 
will be a wonderful new tool for chemistry. Here we summarize some of the transformative new science 
opportunities enabled by LCLS-II. 

A great example of the importance of electron motion is photo-absorption in molecules, which is the 
fundamental mechanism by which solar energy is captured. This drives a wealth of chemical processes 
which play important roles for life on earth – from photosynthesis, to vision, to vitamin D production in 
humans. A single solar photon absorbed by a molecule delivers as much energy to a single electron as a 
flashlight battery – several electron volts. One long-standing question that can be addressed with the 
unique capabilities of LCLS-II is how energy gained by the absorption of a photon is converted into 
charge migration and charge transfer, and ultimately into stored chemical energy that can be available for 
applications. Unless this energy is selectively channeled into chemical bonds on femtosecond time scales 
and Angstrom length scales, it will be lost to heat. In green plants this loss is about two-thirds, so there is 
much interest in understanding how the electron energy can be harnessed more efficiently. 

The central issue here is coupling: first between the external energy source (sunlight for example) and the 
electrons in a molecule; and then between the electrons and the atomic nuclei. Ultimately storage is 
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accomplished by re-organization of the atoms, which move in response to changes in the distribution of 
electron charge around them. 

Our current understanding of photochemistry is based on a number of approximations that simplify the 
process but at the same time limit our insight about the early stages. The two most important 
approximations are the Franck-Condon (FC) approximation, which assumes that no nuclear motion 
occurs during the initial act of photo-absorption; and the Born-Oppenheimer approximation (BOA), 
which assumes that only nuclear positions, and not nuclear motion, determine the electronic energy levels 
in the molecule. Both of these approximations break down at critical points, such as at the moment of 
photo-absorption, or at special points of electronic state degeneracy that must occur during non-radiative 
relaxation following molecular excitation. These points of degeneracy are places where the motions of the 
electrons and the nuclei have a particularly strong effect on each other. 

Solar energy conversion is only one example of charge transfer, which is also critical for the inner 
workings of batteries, catalysts, combustion, corrosion, and many other chemical processes. The time 
scales for these reactions can vary by factors of more than a million, due to myriad electron pathways that 
can change on femtosecond time scales due to collisions or as a result of slight changes in atomic 
arrangement. The shortest time scales of interest are now accessible because of the combination of high 
intensity and ultrashort X-ray pulses at LCLS-II. 

The strong fields generated in a focused X-ray laser beam are of particular fundamental interest on the 
molecular scale. Ordinary sunlight or conventional X-ray sources interact with molecules fairly weakly, 
by the simple measure that the motion initiated by absorption of a single photon is completely concluded 
before the next absorption event. X-ray lasers break this rule. The collective effect of multiple X-ray 
photons concentrate the energy so that the extreme conditions in the target can mimic the interiors of 
large planets or stars. They also lead to nonlinear processes such as photon harmonic generation. 

Finally, LCLS II offers a wealth of new opportunities due to its transversal and longitudinal coherence 
properties. Ordinary sources of light such as sunlight or synchrotron X-rays have no longitudinal 
coherence, meaning that the separation of successive absorption events is much longer than the effective 
duration of a single photon. These conventional sources also have almost no transverse coherence, which 
means that nearby absorption or scattering events in the target are more widely spaced than the transverse 
area of a single photon. These concepts of photon area and duration have precise definitions, which place 
the number of photons in a coherent volume (photon degeneracy) at LCLS to be more than ten billion. 
This is an extreme jump compared to a number closer to one for synchrotrons. Laser spectroscopy over 
the past half-century has developed a catalog of coherent methods to take advantage of this high photon 
degeneracy, but they have never been accessible at X-ray wavelengths before the advent of the X-ray free 
electron lasers. Furthermore, such methods can make optimal use of high repetition rate and stable 
coherent properties that can be available at LCLS-II. 

2.1.1 Fundamental charge migration & coherent light/matter interaction 

Ultrafast electrons and core-hole dynamics 

One of the triumphs of LCLS has been the ability to create element specific core vacancies (core holes) 
with high probability, and on a fast enough time scale to use them to initiate dynamics. This has been an 
important entry point for the more general study of charge transfer and all its applications from 
photochemistry to catalysis. An important limitation of LCLS has been its low repetition rate and relative 
lack of stability. This places a tremendous premium on the ability to perform so-called single shot 
experiments, where each laser pulse is nearly an experiment unto itself. However, with the high 
repetition rate and greater stability of LCLS-II many of these methods may be replaced with more 
powerful multi-pulse multi-delay methods. These can begin to address more general and more critical 
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scientific questions that were not previously possible, such as understanding the fundamentals of 
photochemistry and the light-harvesting process in both natural and artificial systems. 

In order to answer these questions scientists would like to measure all aspects of charge motion. One 
example that is especially accessible with ultrafast X-rays is the charge redistribution following inner-
shell core electron photoionization, often leading to Auger relaxation and subsequent valence-shell 
electron dynamics. LCLS-II should be able to track hole/electron dynamics evolving into charge transfer 
and chemical transformation, both in gas phase and ultimately with liquids, solutions, and other areas of 
condensed phase chemistry. 

Liquid phase multidimensional core-hole migration studies will explore the relevance of electron 
coherences in condensed phase chemistry. A key goal is to define how electrons retain coherence in 
systems that are embedded in an ambient environment. Although such systems are not isolated, 
nonetheless it is thought that low-coherence subspaces still exist and that these can be the source of some 
high efficiency and control in photochemistry. 

The high repetition rate means that small signal methods such as lock-in detection can be employed that 
do not rely on saturating the initial excitation. In addition to repetition rate, the length of the X-ray pulse 
can be sufficiently short to support multi-pulse delay studies before the onset of Auger relaxation. 
Therefore pulses in the range of 1-5 fs are highly desirable. A ~1 fs X-ray pulses synchronized with a 
~1 fs X-ray/UV/vis pulse would be ideal for transient absorption measurements, or for studies where the 
signal is provided by transient Auger spectra. We stress that the pulse duration, pulse energy, rep-rate, 
stability, diagnostics, and synchronized laser capability from LCLS II will be transformative in enabling 
these measurements. 

 

Figure 1: Left: Frontier 
orbitals of charge dynamics 
in 2-phenylethyl-N,N-
dimethylamine initiated by a 
valence-shell hole.1  
Right: Measurement scheme 
for site-specific probing of 
valence charge dynamics via 
transitions from inner-shell 
states.  

The basic technique of valence shell probing is illustrated in Figure 1. Initial photoionization creates a 
charge disturbance in a molecule associated with a valence hole. This highly non-stationary state leads to 
rapid electron migration before the heavier atoms can move significantly. The evolution of charge in this 
valence-hole state can be monitored at a specific location with a second X-ray pulse tuned to a different 
energy to be sensitive to a particular atomic species.  

Valence electronic wavepacket dynamics 

Complementing studies of charge dynamics driven by core-hole excitations, nonlinear X-ray techniques 
enabled by LCLS-II hold tremendous promise for following the flow of charge through the creation of 
coherent non-stationary valence electronic wavepackets that are initially localized on specific atomic 
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sites, and evolve on ultrafast time scales (in the absence of a core hole). This new approach – Stimulated 
X-ray Raman Spectroscopy, SXRS – is analogous to stimulated Raman techniques now widely employed 
in the visible and infra-red regime to create coherent vibrational wavepackets in matter. A more complete 
description of the SXRS process is provided in Section 3.1. 

The potential impact of SXRS studies of charge dynamics is illustrated in Figure 2 which shows recent 
SXRS simulations of ultrafast energy transfer dynamics in a Zn/Ni porphyrin heterodimer which are of 
interest as model components in artificial light harvesting and photosynthetic complexes.2 

 

Figure 2: Excitation energy transfer 
simulation in Zn/Ni porphyrin 
heterodimer. The X-ray pump pulse is 
resonant with the Zn L3-edge, and 
creates a localized valence excitation 
(wavepacket) via SXRS. Evolution of 
electron and hole densities 
(isosurfaces) are calculated from the 
non-stationary valence superposition 
states prepared via SXRS.2 

In this example, an intense attosecond pulse resonant with the Zn L2,3 absorption edge (~1.01 keV) excites 
a core electron into a virtual superposition of unoccupied valence orbitals, and subsequently stimulates 
emission from occupied valence orbitals to fill the core hole. This stimulated process creates a coherent 
valence wavepacket of charge in the vicinity of the Zn atom, on time scales much faster than any nuclear 
motion. Thus, this is a powerful approach for separating coupled valence-electronic and nuclear degrees 
of freedom, and for revealing excitation energy transfer effects (co-propagation of the electron and hole 
wavepackets), and quantum coupling between the valence systems of the Zn and Ni monomers.2 A 
second X-ray pulse probes the evolution of electronic wavepackets through transient X-ray absorption, 
photoelectron spectroscopy, or a second SXRS interaction – all of which provide element specificity (e.g. 
tuning to the Ni resonance). Related nonlinear X-ray wave-mixing techniques, such as Core-hole 
Correlation Spectroscopy, are sensitive probes of coupling between the valence systems at different 
atomic sites in a molecule (as discussed in Section 3.1). These approaches are uniquely enabled by the 
combination of tunable X-ray pulses with high peak power, and at high repetition rate provided by 
LCLS-II. 

Dynamics of energy flow in larger molecules, molecular ions and clusters 

Energy deposition and energy flow is extremely important in clusters and large molecules, for X-ray 
diffraction studies, chemical processing, and also in order to understand the basic mechanisms of 
radiation damage. LCLS, the world’s first general research tool for high intensity X-ray studies, has 
already made a number of important discoveries in this area. In focused beam experiments at LCLS, we 
have discovered some general rules for strong X-ray absorption. We have discovered, for example, that in 
some cases sequential ionization to high charge states dominates, so that the highest charge state of 
ionization is limited by the energy delivered by a single photon.3 In other cases we have found that 
nonlinear cooperative X-ray absorption can dominate, resulting from excitation to intermediate excited 
states and from radiative relaxation during absorption.4 
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Negative ions represent a special class of systems and accurate descriptions of the structure and dynamics of 
negative ions provide critical tests of fundamental atomic, molecular and chemical science. Due to the excess 
negative charge, electron correlation effects assume a prominent role in anions. This makes them an ideal 
testing ground of correlation phenomena, exposing inaccuracies or discrepancies in fundamental ab-initio 
calculations, thereby providing detailed insight into strongly correlated systems in general. The role of the 
extra electron in anions gives rise to different properties compared to their counterpart neutral or positive ions 
making anions intriguing to study. Negative ions are also important in many physical processes occurring in 
chemistry, stellar atmospheres, molecular clouds, and plasma physics.  
 
In clusters such as C60 we see that energetic coulomb explosions occur because of the mutual repulsion of 
highly charged carbons.5 But when the cluster also contains a large hydrogen fraction along with heavier 
atoms, such as methane clusters, then the mobile protons can neutralize high ionization rates so that the 
state of carbon ionization is dramatically reduced.6, 7 Finally, very recent studies of time-resolved X-ray 
diffraction from clusters are showing evidence for transient plasma states with unusual properties as the 
hot electrons equilibrate, first with each other, and much later with the ions.8 

 

Figure 3: X-ray scattering Monte-
Carlo/Molecular-Dynamics simulation of 
radiation damage in a 5.2 nm 7-shell argon 
cluster with 30 fs pulses at 8 keV and pulse 
energies of 0.015 mJ, 0.15 mJ, and 1.5 mJ. 
(P. Ho, C. Knight, L. Young unpublished) 

 

LCLS-II will have the ability to map all of these transient phenomena in detail. The higher photon 
energies available in the warm linac portion will extend the range of parameters available in cluster 
imaging studies. The high repetition rate superconducting linac FEL could reveal the earliest stages of 
structural changes following strong X-ray absorption. 

Role of quantum coherences and evolution in chemical processes: 
strong field, high intensity, short-pulse frontier 

Optimal control with X-rays can extend the scientific reach beyond that attained with incoherent X-rays. 
Accelerator-based sources offer additional possibilities to manipulate the light pulse by sculpting the 
electron beam. One way to formulate optimal control in the X-ray domain is separating the light-matter 
interactions that depend on the pulse envelope from interactions that depend only on the photon energy. 

Optimal control has become a versatile tool in combination with pulse shapers to synthesize waveforms 
for a number of important applications in laser-matter interactions. Now that we have the opportunity for 
many eV of coherent bandwidth, the sculpting of X-ray pulses is appealing. 

A straightforward approach already demonstrated in LCLS is to shape the electron beam upstream of the 
undulators. Electron beam shaping also provides an elegant means to implement feedback loops to search 
for X-ray pulse shapes that optimize an experimental goal, such as the suppression or enhancement of 
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fragmentation channels. LCLS-II substantially improves electron beam control by replacing the noisy 
pulsed warm linac with a cw superconducting linac.  

A well-controlled electron beam can then lead to well-controlled X-rays, particularly if the X-rays can be 
produced in a way that does not add excessive noise, such as seeding, self-seeding, or so-called “Echo” 
methods. In fact having spent so much effort to tame the electron beam, it would be most impractical for 
LCLS-II to still rely solely on the stochastic process of SASE to produce X-rays, thus removing most of 
the hard-won advantages of stability. Furthermore, the manipulation of the X-ray beam using e-beam 
based approaches is an important science goal in its own right, and would open up many new fundamental 
science applications.  

Current simulations suggest that pulses of 0.5fs duration are possible.9 The coherent bandwidth associated 
with such pulses will enable programs such as impulsive Raman scattering and coherent multidimensional 
spectroscopy, described later in this section. 
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2.1.2 Directed energy conversion, excited-states, & non Born-Oppenheimer dynamics 

Light absorption in a molecule excites valence electrons, and the subsequent molecular dynamics 
determines how the photon energy is channeled – often very selectively, into changed chemical bonds, 
migration of electrical charge, nuclear motion, heat, or other energetic degrees of freedom. 

Excited electronic states also play an important role in chemistry induced by high energy ionizing 
particles. In organic matter, such energy is efficiently converted into a shower of lower energy electrons 
which may induce electronically excited states leading to bond breakage via dissociative electron 
attachment (DEA). The stunning demonstration by Sanche and coworkers10 in 2000 that single- and 
double-strand breaks in DNA can by triggered by low-energy electron collisions led to a revived interest 
in “electron-driven chemical processes” – particularly low-energy DEA in biologically relevant species, 
from water to DNA bases. 

Understanding and controlling molecular dynamics in the electronic excited state remains a fundamental 
science challenge, in large part because we lack the requisite tools to probe these processes – 
simultaneously at the atomic level and on natural femtosecond time scales.  

New capabilities for understanding reaction dynamics at LCLS-II 

LCLS-II will provide qualitatively new probes of energy and charge flow and how they work in simple 
and complex molecular systems. The high repetition rate of LCLS-II in the soft X-ray range will enable 
sophisticated coincidence measurement schemes for kinematically complete experiments while the 
reaction occurs. This approach measures simultaneously the momenta of all the constituent components 
of a complex (typically via pulsed ionization and TOF spectroscopy of the charged fragments), from 
which the transient charge distribution may be reconstructed in the molecular frame. Moreover, 
coincidence capabilities with high repetition rate offer important new approaches for capturing rare 
transient events. The stability and precision of LCLS-II in pulse timing, spectrum and intensity will 
enable transient spectroscopy (e.g. using photoelectrons or X-ray absorption) with unprecedented 
sensitivity to discern small changes in electronic configurations and molecular structure. Hard X-rays at 
25 keV photon energy will provide a qualitative advance in our ability to resolve transient atomic 
structure of reacting complexes at the sub-Å scale. 

Photoexcitation 

How is energy, absorbed from light, selectively converted into chemical energy in molecular systems? 

A few examples illustrate the diversity of molecular energy conversion processes following interaction 
with light. Many molecules undergo a major structural change, localized around few bonds11. Prominent 
examples include: azobenzene;12, 13 stilbene;14, 15 rhodopsin – responsible for the first step in vision16-18 
and for proton pumping in bacteria;19, 20 and green fluorescent protein – used as fluorescent marker in 
genetics.21 In contrast, light energy absorbed by nucleobases and related classes of molecules is 
selectively channeled away from bond changes and large structural motion into other dissipative channels 
– thus contributing to the photo-protection of our genetic code, by inhibiting ultraviolet induced 
dimerization of bases in the DNA strand.22-24 Light excitation can also trigger the emergence of chirality 
(right-handed vs. left-handed structure) in a molecule.25 This form of symmetry breaking is fundamental 
in chemistry, and biology as the chemical properties and biological function of two molecular 
enantiomers are often completely different. 

Dynamics are key to addressing this question, since excess photon energy must be rapidly channeled to 
desirable pathways (e.g. coordinated rearrangement of specific chemical bonds or migration of electrical 
charge) or else it will be dissipated into undesirable or even destructive channels. Thus, detailed 
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knowledge of the concerted motion of electrons and nuclei that occurs in the electronic excited state on 
the fundamental time scale of femtoseconds is essential to understanding, and ultimately controlling these 
processes.  

Photoexcitation and photoconversion: 
Current understanding and knowledge gaps of excited molecular states 

Our current understanding of chemistry in electronically excited states is based largely on adiabatic 
potential energy surfaces (PES) that are a consequence of the Born-Oppenheimer approximation (BOA) – 
namely the assumption that the electronic structure (comprised of light, fast electrons) responds 
essentially instantaneously to motions of the slower heavier nuclei, thereby justifying separate 
consideration of the electronic and nuclear wavefunctions.26 However, this assumption breaks down at 
crossing regions of the potential energy surfaces where the electronic states are degenerate, or nearly 
degenerate.27-29 In such regions, the characteristic time scale for electronic motion is given roughly by the 
inverse of the energy spacing (1/E) of the eigenstates. Thus in crossing regions (as E0) the response 
of the electronic structure slows to the nuclear motion timescale, and close lying adiabatic states become 
strongly coupled. In these regions, quantum wavepackets transfer rapidly and efficiently  from one 
adiabatic state to another, thereby determining the pathways and branching of chemical reactions. The 
topology of these interactions regions may be points or seams of conical intersections30-32 depending on 
the dimensionality of the potential energy landscape.33, 34 While experimental and theoretical efforts in 
recent decades demonstrate that non Born-Oppenheimer behavior is ubiquitous in polyatomic molecules, 
we nevertheless lack an experimental ability to directly observe molecular dynamics in these non Born-
Oppenheimer regions, and similarly lack an adequate theoretical description of these effects in more 
complex molecules. 

The importance of understanding photochemistry and non-BOA processes in isolated molecules lies in 
part on the very close interplay of experiments with theory, thereby providing foundational knowledge 
and principles that can then be applied to more complex systems. Current theoretical approaches are 
limited in their ability to predict nuclear dynamics during chemical transformations, and rely on 
compromising approximations even for small molecules. Conventional treatments of electronic structure 
and couplings based on Hartree-Fock methods crudely approximate electron interactions by mean field 
potentials. More elaborate approaches, such as the full configuration interaction, become computationally 
intractable for increasing molecular size. For photoexcited electronic states, both electron correlation and 
non-Born-Oppenheimer dynamics play a crucial role and render calculations extremely challenging.35, 36 

The nucleobase thymine provides an illustrative example of the scientific challenges and opportunities to 
advance our understanding of photochemistry and energy conversion in electronic excited states. Figure 4 
shows a representation of the potential energy surface for thymine in the electronic excited state. Light 
absorption launches a molecular vibrational wavepacket in the Franck-Condon region from which it 
relaxes to points of degeneracy with two lower lying states. For the two reaction coordinates g and h (b) 
the degeneracy is linearly lifted, showing the conical intersection. The exact shape of the potential-energy 
surface is highly controversial, leading to conflicting predictions about both the nuclear relaxation on the 
PES and the non-BOA transitions to other electronic states. 



Fundamental Dynamics of Energy & Charge in Atoms & Molecules 

17 

 

Figure 4: Reaction path from the Franck-Condon region to conical intersections connecting with the ground and 
n* states. The presence of a barrier along the relaxation coordinate is a subject of debate in the literature. (b) 
Reaction coordinates g and h with vectors indicating the direction of motion of certain atoms within the thymine 
molecule (from ref. 37). These two vectors span the space for the conical intersection *-n*. Both the predicted 
gradient and barrier depend sensitively on the ab-initio approach chosen.38 

Time-resolved X-ray spectroscopy in isolated molecules can address several key scientific questions that 
will inform theoretical development: 

What are the nuclear dynamics on photoexcited states? 
Measuring changes in the nuclear geometry will determine the gradients on the photoexcited PES and 
provide important input to refine the accuracy of ab-initio methods dealing with electron correlation in 
different ways. Furthermore, for isomerization reactions, it provides important information on the reaction 
path and the PES shape towards the photoinduced isomer. 

What are the electronic dynamics following light excitation? 
Measuring the electronic dynamics after photoexcitation will allow us to address transient changes of 
electronic structure associated with non-BOA coupling. This will test the quality of different non-BOA 
simulation approaches from classical like surface hopping among adiabatic states36 to more complex 
quantum full spawning39 approaches. 

What is the extent of the electronic wavefunction over the molecule? 
The extend of an electronic wavefunction over the molecule is directly related to electron correlation.40 
Measuring it can help designing more sophisticated quantum chemistry methods. 

Experiments on valence excited states are generally initiated by an optical pulse, with the exception of X-
ray Raman excitation, discussed below. Ultrafast X-rays probe the evolution of nuclei and electrons of 
photoexcited molecules with element specificity and site selectivity provided by core-hole methods with 
detection via photoelectron, Auger electron, photo-ion, photo-absorption and -emission spectroscopies. 
LCLS II with its high repetition rate will enable completely new routes for dilute gas phase targets such 
photoemission and multi-particle correlation spectroscopy.  

X-ray pulses with moderate peak power and high average power at high repetition from LCLS II are 
particularly well suited for photoemission spectroscopy in low pressure samples of isolated molecules – 
where the challenging combination of linear probe interaction and high counts rates are required. 
Molecular reaction microscopes utilize multi-particle coincidence (MPC) techniques which detect the 
simultaneous arrival of several photo-ions or electrons or even both emerging from a single molecule in 
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the interaction region. This tight constraint absolutely requires a high repetition rate source and up to now 
static versions of these measurements are successfully performed at synchrotrons. Implementation of 
MPC together with an optical pulse will lead to detailed information on the dynamics of the photoexcited 
state. Multi-photo-ion coincidence measures the momentum of molecular fragments, from which 
molecular isomerization pathways can be deduced. Applied to the ring opening of cyclohexadiene 
performed without coincidence at the LCLS,41 a much more detailed picture of the nuclear 
rearrangements and gradients of the photoexcited state follows. MPC of ions and electrons offers the 
opportunity of photoelectron imaging in the molecular frame as suggested by Krasniqi et al.,42 providing a 
complementary rout to probe nuclear dynamics.  

Nonlinear, time resolved X-ray methods have been pioneered by recent theoretical development43 as 
discussed in Section 3, and offer powerful approaches to probe valence charge distributions and 
correlations over a molecule. Stimulated X-ray Raman scattering (SXRS) creates coherent superposition 
of valence electronic states (electronic wavepacket) localized on a specific atomic site, via impulsive 
resonant X-ray excitation. The evolution of this wavepacket throughout the molecule may be probed (e.g. 
at another atomic site) by a time-delayed X-ray pulse. Core-hole correlation spectroscopy is a wave-
mixing scheme that is sensitive to valence charge correlations between different atomic sites on a 
molecule. Both of these provide information about the spatial extent of electronic wavefunctions through 
the molecule, for instance by transient shifts in core photoelectron lines. The spatial shape of 
wavefunctions is a sensitive probe of electron interactions as comparative approaches between mean field 
and highly correlated methods show (see ref. 40 and references therein). 

Light induced chirality 

Handedness or chirality is an important property of molecules, determining their biological function. For 
example, the right handed form of the amino acid penicillamine presents a cure for rheumatoid arthritis 
and heavy metal intoxications, while the left handed enantiomer is poisonous. The pharmaceutical 
industry invests billions of dollars each year in drug control and discovery where chirality can determine 
the benefit versus toxicity of a compound. The 2001 Nobel Prize in chemistry was awarded for the 
production of single enantiomer drugs and chemicals.44 Where does life on earth come from and why does 
nature choose to build it with a certain handedness?45 It remains unclear how the racemic balance of 
enantiomers (equal quantities of the right- and left-handed versions a molecule) breaks down, and how 
one enantiomers almost completely dominates in nature.46, 47 

LCLS-II offers an important opportunity to advance our understanding of chirality by steering the 
handedness in which a molecule emerges as a chiral object in the transient electronic excited state. 
Excited state dynamics allow even achiral molecules to show a handedness. Photoionized CO molecules 
exhibit strong chiral signals when a symmetry-braking coordinate frame is defined by the molecular axis, 
the angular momentum of the circular polarized photon, and the vector momentum of the photoelectron.48 
As another example, the planar and therefore achiral molecule HFCO turns into a chiral umbrella-like 
structure upon n → *excitation with an optical pulse.25 Absorbed photon energy excites the electron into 
a new orbital, with the consequence that the nuclei have to adjust. With a certain time period (10 ps) the 
molecule oscillates from left-handed to right-handed (i.e. the umbrella is oriented up or down 
respectively). The same tools which are used to investigate chirality (e.g. circular polarization) might also 
initiate the symmetry breaking from which chirality emerges.  
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Figure 5: (a) Chirality angle cos(), defined by 
momentum vectors of three particles (see insets), 
separating the two enantiomers of racemic 
CHBrClF. (b) linear momentum distribution of 
right/left handed CHBrClF, (from ref. 49). 

Understanding chirality requires sensitive tools for distinguishing different enantiomers. More than 100 
years ago, circular dichroism (CD) was established. The probability for one enantiomer absorbing a right 
circular polarized (RCP) photon differs slightly from a photon with opposite helicity. The “conventional” 
CD signal is small (10-5), but has the advantage of being insensitive to molecular orientations. Much 
stronger effects (~10-1) are observed in the ionization dynamics of molecules. Both the probability 
creating specific ionic fragments (breaking certain bonds) and even more important CD effects in the 
photoelectron angular distributions (PECD), have been subject of research only in the last 10 years. These 
new methods need additional theory input to relate the CD effects to the geometrical structure (right/left 
handed) of an unknown structure. A very interesting approach utilized the well-known technique of 
Coulomb Explosion Imaging. The molecule becomes multiple ionized, by absorption of a high energetic 
photon or a short laser pulse, and subsequently fragments into many charged particles. The momenta of 
all charged particles are then measured in coincidence. In Figure 5 the results for CHBrClF, the textbook 
example of a chiral molecule, are shown following absorption of a 710 eV photon.49 Depending on the 
initial handedness of the molecule the cross product of three momentum vectors is either positive or 
negative. This relates to the absolute configuration of the molecule, whether it was right or left handed. 
LCLS-II offers a unique opportunity to apply these techniques to molecules in the electronic excited state, 
where control technique may be applied to influence the emergent chirality. 

Charge-driven processes & dissociative electron attachment dynamics in polyatomic molecules 

Excited electronic states play an important role in chemistry induced by low-energy electrons that result 
from the interaction of high energy photons or ionizing particles with organic matter. Resonant collisions 
between low-energy electrons and molecules can efficiently channel electronic energy into nuclear 
motion either though excitation of vibrational or dissociative modes. In dissociative electron attachment 
(DEA), an electron attaches to molecule to form a transient anion. The addition of this extra electron can 
disrupt the bonds that hold the molecule together, resulting in fragmentation. If the fragmentation time is 
shorter than the time it takes the electron to auto-detach, the collision can result in the formation of a 
stable negative ion plus neutral fragment(s). Because the time of attachment of the incident electron to the 
molecule cannot be established by conventional methods, there have never been experiments on DEA 
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analogous to the pump-probe experiments in photodissociation that directly probe the molecular 
dynamics. 

DEA is an important process in gaseous electronics since the presence of an electron-attaching species in 
a low-temperature gaseous discharge leads to anion formation that can profoundly affect the properties of 
the discharge. DEA studies in the1970s and 1980s focused on measuring total cross sections.50 A revival 
if interest in DEA came from the discovery that low energy electrons created from ionizing radiation 
trigger DNA strand breaks.10 This led to the new focus on post-attachment dynamics of DEA, where 
modern momentum imaging techniques are used to characterize the angular distributions of the anion 
fragments, and theoretical calculations guide in the interpretation of the results.51 

A recurring theme of DEA studies in polyatomic molecules over the past few years is the importance of 
conical intersections (seams of intersection) between excited negative ion states and the key role they play 
in channeling energy into specific anion fragment channels.52, 53 The presence of conical intersections in 
excited-state photochemistry and their manipulation to alter branching ratios in a pump-probe framework 
is well established. Similar dynamical studies are, in principle, possible with transient anions produced by 
DEA, but the practical difficulties associated with producing short pulses of monoenergetic electrons has 
to date precluded time-dependent studies of DEA in a pump-probe context. In the case of transient 
negative ion states, the seams of intersecting surfaces may actually be located in the electronic continuum. 
The dynamics of dissociation take place on the time-scale of tens to hundreds of femtoseconds. Therefore, 
slow kinetic energy electron pulses of a few tens of femtoseconds would be needed for such experiments 
and this is not possible with conventional techniques. 

LCLS-II provides an important opportunity to advance our understanding of non Born-Oppenheimer 
dynamics in charge-driven chemistry. Short pulses of monoenergetic electrons may be created by inner-
shell photoionization of an inert gas atom using X-ray pulses tuned 2-8 eV above an inner-shell ionization 
threshold to produce photoelectrons in the appropriate energy range for DEA studies. To minimize space-
charge and other detrimental collisional effects the target DEA molecules should be located as close as 
possible to the photoelectron source. This may be achieved by mixing the inert and target gases in a jet 
source. The combination of high rep-rate and ultrafast X-ray pulses provided by LCLS-II could thus be 
used to bring DEA experiments into the time domain. 

In an experiment that produces the metastable molecular anion using an ultrafast X-ray pulse, the anion 
could be probed afterwards with a delayed, ultrashort UV pulse to photoexcite the anion and thus alter the 
course of the fragmentation to change the products. Such an experiment would effectively determine how 
long it takes the molecule to reach a conical intersection that controls the course of the dissociation. This 
type of experiment could be the first direct probe of DEA dynamics. Theoretical calculations of the 
molecular dynamics on the anion potential surface would be able to predict the time delay at which the 
probe pulse would find the system at the conical intersection or beyond it on a particular potential surface.  

The angular distributions of anions produced in DEA can give insight into the nature of the dissociation 
dynamics following electron attachment. When the observed distributions differ markedly from the 
theoretical predictions of the axial recoil approximation, it signals a more complicated dynamics that can 
involve internal geometric changes of the initially formed transient anions or intersections with other 
anion states through conical intersections that can feed different product final states. Taking DEA studies 
into the time domain will provide a level of insight into anion dynamics that is not possible with current 
methods. 

Molecular structure determination in the electronic excited state 

Accurate determination of the transient nuclear geometries of molecules in the electronic excited states is 
still in its infancy. The higher X-ray photon energies, higher flux, and shorter pulses provided by 
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LCLS-II, will lead to many breakthroughs in the study of excited-state molecular dynamics using hard X-
ray scattering. 

One scientific frontier that the observation of structural dynamics will open is what, exactly, is the 
meaning of ‘molecular structure’. The quantum description of a wave packet propagating on a potential 
energy surface during the reaction has associated with it a spatial shape, including maxima and minima. 
How is structure defined for such an object? Is it possible to image the intricate details of a wave packet? 
Can one follow different parts of the wave packet when it splits into components, for example at a conical 
intersection? How would one approach these questions from an experimental and from a theoretical point 
of view? And, finally, what can we learn about the molecules from the observation of such transient wave 
packets? 

With the photon flux available from LCLS II it will be possible to investigate many chemical reaction 
systems. One particularly promising application is the structural dynamics associated with charge transfer 
reactions. A major open question is in the facilitation of charge transfer by conformational changes, 
particularly when the molecular backbone has multiple vibrational degrees of freedom. Further intriguing 
questions revolve around the breaking of symmetry in photochemical reactions, and about the opportunity 
inherent in the control of chemical reactions by differentially affecting the chemical reaction pathways. 
An experimental challenge is posed by the desire to observe, with ultrafast time resolution, the structural 
dynamics of bimolecular reactions: if it were possible to selectively observe those reacting partners that 
are at a particular point in their approach, then it might be possible to explore the dynamics of an 
additional large class of chemical reactions. Most likely, such an approach would require investigations at 
the single-particle level, a frontier that LCLS-II is uniquely suited to conquer. 

Recent experiments from LCLS in 1,3, cyclohexadiene54, 55 (as shown in Figure 6) provide an illustrative 
example – and a glimpse of what will be possible with LCLS-II. Cyclohexadiene is a model complex for 
understanding non Born-Oppenheimer processes, and is closely related to the photo-dynamics responsible 
for the formation of vitamin D. Ultrafast hard X-ray scattering studies at 8 keV followed changes in the 
scattering pattern on the few-percent level, at momentum-transfer of q~4 Å-1, over the course of the ring-
opening. Already at this level, quantitative comparison with theoretical predictions is possible. 

Hard X-ray pulses at 25 keV from LCLS-II will qualitatively change our ability to reveal ultrafast 
structural dynamics in a wide range of molecules, with potential momentum-transfer range exceeding 
20 Å-1. At this level, it will be possible to explore the structural changes immediately upon optical 
excitation. This will allow us to explore the very first steps of the electrocyclic reaction, during the brief 
moment in time where the pathways of the molecular motions determine the stereo-specificity of the 
reaction.56 In spite of intense investigations spanning many decades, the processes taking place in this 
time range remain shrouded in mystery.57 
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Figure 6: Molecular structure dynamics of photo-
excited 1,3-cyclohexadiene using hard X-ray 
scattering. (Top) Experimentally measured time-
dependent pump-probe signal, defined as the percent 
difference in scattering patterns as a function of 
pump-probe delay time. (Bottom) Optimized 
theoretical signal as a function of time and 
momentum transfer q.54, 55 

Colliding molecular beams – reactive scattering in the electronic ground state 

The high repetition rate of LCLS-II enables a paradigm shift for the study of chemical transformations in 
the electronic ground state by enabling multi-dimensional stroboscopic X-ray imaging of chemical 
reactions that are not amenable to conventional pump-probe schemes. This unique approach holds the 
promise of directly characterizing the elusive transition-state between reactants and product for the first 
time.  

The concept of “Femtosecond Serial X-ray Spectroscopy” combines the well-defined reaction conditions 
of crossed molecular beam experiments with the high fidelity of coincident imaging techniques to map 
chemical reaction pathways onto a multi-dimensional space of correlated observables. By stitching 
together thousands of femtosecond X-ray correlation spectra, a complete, femtosecond time-resolved map 
of the entire reaction pathway emerges. The technique bears conceptual similarities with, for example, 
serial X-ray crystallography and fluctuation scattering techniques, in which the statistical sampling of a 
sufficiently large ensemble of target orientations is employed to gain a complete real-space image of a 
particular specimen. The key difference, however, is that serial spectroscopy samples along the time axis, 
not along any spatial orientations, i.e., it uses high-repetition rate spectroscopic sampling to generate a 
complete picture of chemical dynamics along one or more reaction coordinates rather than a complete 
image of an object in real-space. 
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Figure 7: Calculated potential energy surface for the reaction of triplet dicarbon with 1,3-pentadiene. 
Intermediates are labeled as ti  and products as tp along with the energies relative to the separated reactants in 
kJ/mol.58 Femtosecond serial X-ray spectroscopy may provide the first universal tool to directly observe complex 
reaction dynamics that are currently only accessible to theoretical modeling. 

Reactive scattering experiments have reshaped our understanding of chemical transformations by 
combining well-defined reaction conditions with sensitive product characterization techniques in order to 
provide the, so-far, most stringent tests for ab initio based descriptions of chemical reaction dynamics.59 
This approach has led to seminal advances in characterizing the impact of precursor kinetic60 and 
internal61 energies,62 molecular orientation63 and stereochemistry,64, 65 spin-orbit states,66 isomerism,67 and 
isotopic constitution68, as well as quantum pathway interferences69 on chemical reactivity. However, 
virtually all reactive scattering studies are based on the fundamental concept that only the precursors and 
the reaction products are experimentally accessible, while the decisive moments and transient 
configurations that connect them (transition-states) remain largely inaccessible. The path from reactants 
to products has to be modeled by demanding theoretical calculations, resulting in a “black box” region of 
chemical dynamics studies that shrouds significant complexity even for moderately sized molecules, as 
illustrated by the potential energy surfaces for the reaction of triplet di-carbon with 1,3-pentadiene shown 
in Figure 7. 

Since the advent of “femtochemistry”,70 one of the holy grails of the AMO community has been to “watch 
chemistry as it happens”, i.e. to look inside the black box of chemical reactions. To date, however, the 
vast majority of ultrafast molecular dynamics studies have concentrated on unimolecular relaxation 
dynamics after photo-induced excitation. While pump-probe studies can sample transient molecular 
configurations on timescales reaching the attosecond regime, there is a much broader realm of chemical 
systems and dynamics that are not amenable to this approach. For example, only a few pioneering studies 
have managed to monitor dynamics associated with the formation of a chemical bond rather than a bond 
cleavage.71-73 
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Figure 8: Concept of serial femtosecond 
X-ray spectroscopy. The temporal 
evolution of a chemical reaction is 
mapped onto a multi-dimensional phase 
space of correlated observables using a 
high-repetition rate FEL in combination 
with coincident imaging of reactive 
scattering events. (Showcase potential 
energy surface from Palm et al.74) 

A high repetition rate X-ray laser in combination with state-of-the-art momentum imaging techniques will 
be a powerful new tool to monitor chemical reactions on their most fundamental timescales and without 
the need for pump-probe schemes. Figure 8 illustrates the concept of femtosecond serial X-ray 
spectroscopy using the model potential energy surfaces of the reactive scattering between acetylene ions 
and ethylene. Two molecular beams containing the reactants collide at the interaction point of a reaction 
microscope.75 X-ray pulses probe the interaction region with repetition rates up to 1 MHz, and resulting 
photoelectrons, fragment ions, and X-ray fluorescence are characterized by coincident momentum 
imaging in a similar fashion as in conventional synchrotron studies, with ~104 times enhancement in time 
resolution. The highly differential measurements provide a fingerprint of the transient molecular 
configuration(s) at the moment that the femtosecond X-ray pulse illuminates the sample. The probability 
with which a specific molecular configuration is detected scales inversely with the configuration’s 
lifetime. The measurements, therefore, result in multi-dimensional correlation density maps that represent 
the population density distributions of transient species, i.e., their characters and the timescales the 
molecules reside in the specific configurations during the reaction. 

Typical crossed molecular beam experiments can achieve collision frequencies in the range of 1013 per 
second.76 The rate of reactive collisions can easily exceed 1010 per second,59 corresponding to one reaction 
every 1,000 X-ray laser shots with ~100 fs pulse length. At a pulse repetition rate of 1 MHz, this 
corresponds to a pulse exposure rate of chemical reactions on the order of ~1 kHz. For a 10-2 coincidence 
detection efficiency, this results in a 10 Hz count rate, enabling the recording of correlation density maps 
with 10’s of thousands of entries within an hour. This simple estimate clearly demonstrates that 
experiments of this kind are enabled only by X-ray lasers with pulse repetition rates ≥100 kHz. 

 

Figure 9: Simulated trajectory for the 
indirect roundabout reaction mechanism 
of Cl- and CH3I that proceeds via CH3 
rotation.77 
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Figure 9 depicts an interesting candidate for a femtosecond serial X-ray spectroscopy study. A gas-phase 
crossed molecular beam imaging study by Wester and co-workers77 demonstrated that the classic 
nucleophilic substitution reaction Cl- + CH3I → CH3Cl + I- is more complex than previously assumed. 
Based on trajectory simulations (Figure 9), the group argued that, in addition to the expected direct 
substitution, an indirect “roundabout” reaction mechanism contributes at high collision energies. In this 
reaction scheme, the incoming chlorine anion does not immediately attach to the backside of the CH3I 
reaction partner but instead strikes its side (Figure 9, ~300 fs), inducing a molecular rotation around the 
heavy iodine atom. Only after a full rotation of the CH3I reactant (~600-700 fs) does the Cl- eventually 
attach to the back of the carbon atom and leads to the ejection of an I- anion. The entire roundabout 
reaction mechanism proceeds within ~400 fs between the first collision and the departure of the iodine 
fragment. The simulations also indicated the existence of other roundabout variants with intermediate 
lifetimes on the order of 1-4 ps. No direct observation of this mechanism is feasible with conventional 
reactive scattering techniques. The technique outlined above would be a game changer, allowing to map 
all transient configurations with femtosecond precision and the fidelity of coincidence imaging that has 
already enabled the successful monitoring of electronic dynamics during the photo-induced dissociation 
of CH3I at LCLS.78 

Experimental Approaches and Impact of LCLS-II 

Photoelectron, photoabsorption/emission and velocity map imaging at LCLS II 

Probing photoinduced dynamics with X-rays has the clear advantage of high local sensitivity within the 
molecules. As mentioned above, the element and site selectivity due to the high binding energies of core 
electrons allow for this local sensitivity. The introduction of powerful femtosecond X-ray pulses at free 
electron lasers allowed for real first applications in ultrafast X-ray probing. 

LCLS II will introduce the next major technical improvement. The facility will operate at repetition rates 
of several kHz up to 1 MHz, resulting in a high X-ray flux distributed over many more pulses compared 
to LCLS I. In addition, the high repetition rate will go hand-in-hand with a much higher stability of the 
source. We expect that the intensity, the spectral content as well as the temporal jitter with respect to an 
optical pump pulse will be much better than at a low repetition rate FEL.  

Higher repetition rate and increased stability will have a profound impact on X-ray probe methods. 
Typically, one tries to avoid nonlinear effects in the probe process because those can alter the traces of 
molecular dynamics in the photoelectron/photoemission or photoabsorption spectra. In addition, for 
photoelectron and Auger measurements, too many X-ray probe photons per pulse will induce space 
charge in the interaction region, which leads to rather unpredictable shifts in the electron kinetic energies. 
Distributing X-ray probe photons over a larger number of pulses by increasing the repetition rate 
therefore has the advantage of avoiding nonlinear and space charge effects. At low repetition rate sources, 
the flux per pulse needs to be attenuated, whereas all photons can be used at a higher repetition rate 
source with the same average flux. Experiments will benefit from this in terms of signal-to-noise ratio and 
overall time needed to acquire pump-probe spectra. 

While improving the experimental features for photoabsorption and photoelectron measurements, LCLS 
II will enable photoemission measurements in the gas phase, which so far has not been possible. For 
typical emission spectrometer setups with an angular efficiency of 10-5 and an emission yield in the soft 
X-ray of 10-3, one can estimate that one needs 1014 photons in the X-ray domain to detect one emission 
photon in a typical (1014 molecules/cm3) gas phase target. These 1014 photons need to be delivered 
without inducing nonlinear effects and only at repetition rates above 100 kHz. 

The increased stability of LCLS II will benefit any type of X-ray probe. For absorption and photoelectron 
spectroscopy, spectral jitter is a clear issue at LCLS, resulting in an inefficient use of photons when 
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combined with a monochromator. With higher spectral stability, spectra will be collected much faster, or 
with much higher accuracy over similar measurement times. In the long run it will be very attractive to 
reduce any jitter such that one can avoid the complications of single shot diagnostics and analysis. 
LCLS-II has the potential to be used in a similar way as a normal laboratory-based high repetition laser 
source where averaging and lock-in detection are powerful data-acquisition techniques. 

A COLTRIMS dynamic molecular reaction microscope at LCLS II 

The key challenge of atomic physics, cluster physics and physical chemistry today lies in the multi-
particle nature of these systems. The properties and dynamics of these systems, their interaction with the 
environment and their interaction with light cannot be understood without treating the correlations 
between the electrons and between the electrons and the nuclei explicitly.  

The unique intensities, photon energies and pulse structure of LCLS-II allows breaking such systems 
apart by single or multiple photoionization followed by Auger cascades and ionic fragmentation even in a 
time controlled manner. This power of LCLS-II as a tool to drive multiple ionization together with the 
grand challenge outlined above call for a combination of LCLS-II with a state-of-the-art spectrometer as, 
illustrated in Figure 10, that detects not only one of the many fragments or scattered particles (like 
traditional electron spectroscopy or X-ray scattering) but completely traces the correlations between all 
fragments (ions and electrons) from each individual molecule or cluster in coincidence. The X-ray and 
laser driven fragmentation of a molecule by photons preserves all the entanglement between the particles 
in the bound state or in a time evolving transition state and transfers it in a coherent way into the 
continuum, where it can be measured with the coincidence technique proposed here. 

 

Figure 10: Artist view of a COLd 
Target Recoil Ion Momentum 
Spectroscopy (COLTRIMS) setup. 
Only one molecule is ionized in one 
particular LCLS II pulse. The ion and 
electron momenta are fully 
characterized in coincidence. 

 

Dynamic Molecular Reaction Microscope - Selected Examples: 

Time resolved photoelectron diffraction in fixed in space molecules 

Photoelectrons emitted from well localized inner shells are ideal for “illuminating molecules from 
within”.79 The photoelectron wave launched at a specific site in the molecule is diffracted in the actual 
molecular structure at the instant of photo absorption. To record such diffraction patterns, the electrons 
need to be detected in coincidence with the fragment ions. This multiple coincidence allows fixing the gas 
phase molecule in space by analyzing the emission direction of the fragment ions. Figure 11 shows a 
recent non-time resolved example. The C K-shell photoelectrons emitted from methane clearly reflect the 
positions of the H atoms in the molecular reference frame. 
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Figure 11: Photoelectron 
emission from Carbon K-shell 
of methane.80 

This technique can be taken to the time domain by pumping the molecule with the tunable optical laser 
system provided at the end station. Such pump-probe experiments become feasible only since the 
intensity of the LCLS-II in its very small focus is sufficient to saturate the probe step. 

Multiphoton inner-shell processes 

Nonlinear X-ray physics can be addressed with this instrument in an unprecedented manner. For atomic 
inner-shell processes the ion recoil momentum for each charge state carries the information about the 
sequence of ionization steps. The combined information on the angular distribution of the different 
charge-state ions together with the corresponding distribution of the photoelectrons will allow unraveling 
the angular momentum coupling of the photons.  

Multiple inner-shell ionization 

Molecules that contain several atoms of one species can be K-shell ionized multiple times by several one-
photon absorption processes during the same X-ray pulse. The energetics and dynamics of such multiple 
core holes distributed on different sites are highly sensitive to the chemical environment. A COLTRIMS 
Reaction Microscope allows for measuring the energy and angular distribution of all the photoelectrons 
from the different sites in the body-fixed frame of the molecule. In addition, the Auger electrons can be 
measured. Their energy, together with the kinetic energy release (KER) of heavy fragments, can be used 
to pin down the initial and final states of the fragmentation pathways for a given photoelectron angular 
distribution. It is particularly interesting to have the LCLS-II beam split into two time-delayed pulses. As 
the K-shell holes decay on a few femtosecond timescale, the electrons from the time delayed probe pulse 
will reflect the evolution of the energy levels and molecular dynamics. Electronic relaxation and bond 
breaking taking place in such an X-ray pump/X-ray probe scheme can be traced through the angular and 
energy distribution of the photoelectrons. Obtaining significant statistics for this kind of experiment, 
while maintaining the proper correlation and identification of all the fragments and electrons resulting 
from a single molecular explosion, will only become feasible with the introduction of LCLS-II high 
repetition rates. 

X-ray driven ultrafast molecular dynamics  

The X-rays can be used to excite inner-shell electrons to empty orbitals in a molecule. These excited 
states can be highly repulsive and ultrafast dissociation sets in before the system can undergo Auger 
decay. This process can be studied for the first time in the time domain by using two identical (or even 
different “color”) X-ray pulses with varying time delay.  

X-ray pump - laser probe studies 

LCLS-II X-ray pulses can be used to selectively excite a K-shell electron from a well-defined site in a 
molecule to a bound empty orbital. This pump step initiates molecular and electronic dynamics. In some 
cases this step will even induce chirality in a system where the ground state is non chiral. A circularly 
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polarized pulse of the femtosecond optical laser can then be used to peel off electrons from the excited 
orbital by tunnel ionization. Such strong field tunnel ionization maps the orbital to the detector where its 
time and spatial evolution can be measure in coincidence with the ionic fragments and the Auger 
electrons. The targets to be irradiated are single atoms, molecules or clusters in a supersonic gas beam. 
Examples include simple diatomic gases like N2 or CO, rare gas and molecular clusters, hydrocarbons, 
benzene and azobenzene, small chiral molecules, water in the gas phase and small water clusters. Figure 5 
shows the chiral CHClBrF as an example. 

Experiments with molecular/cluster ions will especially benefit from the progress in COLTRIMS at 
LCLS-II, since the sample is typically delivered at a very low number density (around 1e6 
molecules/cm3). Synchrotron experiments show that the high repetition rate provides ideal conditions to 
study the electronic ground state of these systems.81 Excited state phenomena like non-linear absorption 
of anion systems which as well as their ultrafast dynamics after XUV or X-ray excitation will be studied 
using the high repetition rate at LCLS II.  

Transient molecular structure determination 

The determination of the nuclear geometry in photo-excited states is still in its infancy. Technical 
challenges persist on several fronts. Foremost among them is the limited range of scattering angles that 
can be accessed with the currently available fundamental beam of LCLS (the third harmonic is yet too 
weak to perform the experiment). With fundamental energies reaching 25 keV, LCLS II will extend the 
range of diffraction angles by a factor ~3. Coupled with sample cell and detector geometries that more 
fully detect the radiation scattered into all angles, this may allow us to reach momentum transfer values 
up to 20 Å-1, sufficient for highly accurate structure determination and detailed comparison with theory. 

 

Figure 12: Experimental arrangement for the 
measurement of molecular photo-excited 
dynamics using hard X-ray scattering: A laser 
pulse excites the gas phase molecular sample, 
here 1,3-cyclohexadiene, to an electronically 
excited state from where the reaction proceeds. 
After an adjustable delay time, an X-ray probe 
pulse is scattered off the molecular sample, 
giving a diffraction pattern that encodes the 
transient molecular structure.54, 55 

A systematic problem with past experiments has been the unavailability of an experimentally determined 
time zero: immediately upon excitation, the molecular structure has not changed. Consequently, there is 
no signature of time zero in the diffraction image. LCLS II will enable us to make inroads on this 
problem, as the higher time-averaged photon flux will permit the mapping of the electronic excitation: the 
electron motions are sufficiently fast to serve as a start signal for the clock of molecular structural 
dynamics. 

Recently, ultrafast electron diffraction82-85 has emerged as a strong contender to probe real-time molecular 
structural dynamics. Electron scattering/diffraction techniques have unique benefits for structural studies: 
offering increased scattering cross sections and easily attainable wide-angle (>30 Å-1) momentum-transfer 
range. However, sufficiently intense (in terms of electrons/pulse) electron beams are extremely hard to 
generate and the overall time resolution these beam can achieve are ultimately limited by space charge 
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effects. Using relativistic electron energies, it may even be possible to achieve time resolutions that 
approach those offered by the LCLS X-ray source,86 although an experimental implementation of MeV 
electrons in a gas diffraction experiment remains outstanding. The major problem of electron diffraction, 
assuming sufficiently intense electron beams can be generated, is that the Rutherford scattering cross 
section that governs electron diffraction87 scales as 1/q4, requiring dramatic sensitivity to discern 
differential changes in scattering intensities at momentum-transfer up to 20 Å-1. 
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2.1.3 Advanced combustion and aerosol chemistry 

Combustion is now and will remain for many decades the most important means of energy utilization on 
earth. The enormous benefits of modern combustion technologies (e.g. reliable electricity, rapid 
transportation, heating and cooling etc.), are accompanied by negative consequences, such as the health 
effects of combustion particulates, photochemical smog, and anthropogenic climate change. It is 
increasingly important to utilize combustion with greater efficiency and fewer harmful impacts on the 
planet and its inhabitants. For example, in the transportation sector, new energy sources such as biomass-
derived fuels offer an opportunity to optimize the fuel stream for new highly efficient engines, and to 
develop novel fuels that will help reduce greenhouse gas emissions and enhance national energy security. 
Climate change concerns create an urgent need for these solutions, reflected in the goal for 80% 
greenhouse gas emission reductions in the U.S. by 2050. Because of the inherent advantages, e.g., in 
transportability and energy density, of liquid hydrocarbons, it is likely that they will continue to be used 
as energy carriers via future energy technologies such as solar fuels. Accordingly, there is an increasing 
need for predictive models of engine combustion that are accurate from the scale of molecules and 
electrons through the macroscopic scale of engine cylinders. 

The groundbreaking capabilities of LCLS-II will be instrumental to create the science base for predictive 
combustion models. With the promise of new detailed experiments, and the astonishing advances in 
computation, a concerted effort will be able to deliver truly rigorous science-based models of combustion, 
with genuine predictive power even for unexplored fuels and combustion strategies. Validating such 
models will entail ground-breaking experimental probes of combustion chemistry and physics, many of 
which could be realized with the high repetition rate, high average power, and coherent radiation 
promised by LCLS-II. 

 

Figure 13. Illustration of the 
complexity of the combustion 
environment. Computer simulations 
of N2O, NO, and OH species 
concentrations in a hydrogen flame 
(central radius ~2.5 cm).1 

Challenges and Opportunities in Combustion Science 

Because combustion relies on a complex interrelationship of chemistry and turbulent fluid mechanics, its 
processes exhibit inhomogeneities and correlations across a wide range of length and time scales as 
illustrated in Figure 13. The most powerful class of experimental methods for turbulent combustion is 
dynamic imaging, i.e. resolving the spatial and temporal distributions in a combustion process. 
Furthermore, because the coupling of chemical and fluid-dynamical phenomena lies at the heart of 
combustion’s complexity, chemically-specific imaging is key for combustion investigations. LCLS-II X-
ray lasers will image the fundamental chemistry and physics that govern the entire process of combustion, 
from fuel sprays to gas-phase combustion to particulate formation and evolution. The following presents 
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three critical areas in combustion science (fuel sprays, turbulent reacting flows, and particulate formation 
and oxidation) where these breakthrough capabilities can address problems that remain difficult or 
impossible to solve with other techniques. Finally, we discuss how the characteristics of LCLS-II will 
provide unprecedented new experimental capabilities to address these challenges. 

Chemistry and Physics of Fuel Sprays 

Combustion engines are undergoing radical changes, brought on largely by new scientific and 
technological discoveries using laser diagnostics. It is clear that most emerging engine technologies will 
use direct injection of liquid fuel into the combustion chamber. It is imperative to understand the entire 
spray, how it breaks up, mixes, vaporizes and burns, in order to develop fully predictive models for 
engine combustion. Although these processes control combustion efficiency and emissions formation in 
every type of direct-injected engine, they remain poorly understood, even at the level of fundamental fluid 
mechanics. Furthermore, many potentially important couplings of the spray fluid mechanics and chemical 
environment have simply not been explored. In order to make further progress, significant leaps are 
required.  

As a simple example, it is speculated that under normal diesel engine operating conditions, a small fuel-
rich flame is stabilized just downstream of the liquid jet, leading to soot formation at the tip of the flame2. 
However, in this region, the fuel/air ratio and the existence of a flame have never been measured. 
Furthermore, under very high levels of exhaust gas recirculation (EGR, used to lower NO production) this 
region of the spray appears to be completely changed, especially as it evolves downstream3. Again, the 
fuel/air ratio is unknown, as is the chemical effect of EGR entrainment, or the differing effects of fuel-
bound or free oxygen. Exploring these issues demands information about the interior of sprays, with 
chemical detail never before available. Finally, the performance of injection, as for many aspects of 
engine combustion, is often governed by stochastic processes and statistically unlikely adverse events, 
such as wall or piston wetting, making temporal and spatial resolution important. In the combusting spray 
the chemical bonding environment of carbon, for example, moves from liquid fuel to vaporized fuel 
through the combustion process to carbon monoxide, carbon dioxide, or to particulate carbon (soot). 
Correlation of these chemical transformations with the physics of the spray will be a tremendous 
breakthrough that will become possible with LCLS-II. 

Probing the mass transport, differential evaporation, and oxidative chemistry of fuel flows at the high 
pressures (~30 atm) and temperatures (~1000K) that are directly relevant to high-efficiency/low-pollution 
next generation engine designs is extremely challenging. Light scattering in a dense spray can confound 
optical methods, requiring strategies such as ultrafast ballistic imaging4, 5 and X-ray absorption6 to probe 
the critical spray formation region, where the liquid core initially breaks up. In fact, even with the current 
state of the art, spatial and temporal imaging of the fluid structures is at best incomplete. Imaging the 
interior of the spray with chemical specificity within is essentially impossible at present. 

The revolutionary capabilities of LCLS-II present a very promising route to meet these challenges. The 
potential for time-resolved chemically-specific tomography of turbulent gas-phase reacting flows is 
discussed below (and in section 3.3). At the densities of an evaporating high-momentum fuel jet, 
transmission imaging near the carbon or oxygen K-edges is simply impossible because of the small 
penetration depths. Nevertheless, for fundamental fluid dynamics, single-pulse direct absorption 
tomography in the 2-3 keV region could permit unprecedented resolution of transient three-dimensional 
liquid structures with separation of droplet and liquid core features. 



 

35 

 

Figure 14. X-ray CARS 
diagram for chemically 
specific line imaging. 
Pump and probe photon 
energies are degenerate 
(kp) and are co-linear 
with the Stokes pulses 
(kS), thus generating two 
signals via SXRS 
(kXCARS=2kp-kS). 

The truly transformational aspects of LCLS-II, however, are in the ability to chemically resolve spatio-
temporal structures. The coupling of the chemical nature of multiphase reacting flows with the fluid 
mechanics is largely unexplored. In principle, X-ray Raman scattering can provide similar chemical 
information to near-edge absorption spectroscopy, but cross sections for spontaneous Raman scattering 
are low. Here, the high power, coherence, and narrow bandwidth of LCLS-II X-ray pulses will enable 
stimulated X-ray Raman spectroscopies (SXRS)7 that can bring many orders of magnitude increase in 
efficiency over spontaneous Raman. X-ray coherent anti-Stokes Raman spectroscopy (XCARS), as a 
version of SXRS, for example, along a line-imaging geometry8 as shown in Figure 14, is a possible way 
to spatially resolve the changes in chemical bonding across the reacting spray, even for highly scattering 
environments. The changes in the molecular K-edge spectra are mapped onto the frequency offset of the 
XCARS signal. The temporal resolution will be determined by the amount of averaging required (as 
dictated by the available average power), but stimulated coherent X-ray Raman spectroscopy opens a 
unique window into the interior chemistry of a fuel spray. Because all the X-ray wavelengths can be 
chosen to transmit through the spray, and because the XCARS signal arises only from the area where the 
beams cross, chemical information is obtained at chosen locations within even a dense spray.  

Cinematic Imaging of Reacting Flows 

The stochastic nature of turbulent reacting flows is a critical factor in combustor design, and 
understanding turbulence-chemistry interactions is key to developing robust and efficient combustion 
strategies. Despite significant advances in 1D and 2D imaging of turbulent flames, many important 
observables are still not accessible with current imaging techniques. By its nature, the spatio-temporal 
structure of turbulence is not repeatable, and therefore comparisons between numerical simulations and 
experiments are currently performed on a statistical basis using conditionally averaged quantities (mixture 
fraction, local strain rate, dissipation rate, spatial scales, etc.). The relevant correlations between species 
concentrations and flow conditions are incompletely characterized, due to a lack of temporal resolution 
and the absence of information on the third spatial dimension. The ultimate goal of experimental reacting 
flows is to measure a complete 4D movies (space + time) of the fluid dynamics while simultaneously 
resolving molecular identities and concentrations. Achieving this goal will permit the use of 
experimentally-derived initial boundary conditions for numerical flame simulations. This approach will 
allow a direct comparison of the model to experiment and facilitate the development and validation of 
next-generation high-fidelity, large-eddy simulations (LES) and direct numerical simulations (DNS). and 
will be a revolutionary leap forward in understanding the coupling of chemistry and fluid dynamics that is 
at the heart of combustion in real devices. 

The scientific challenge and impact for chemically resolving spatio-temporal structures in a combustion 
environment is illustrated in Figure 15. This shows LES calculations of the mixture fraction (mass 
fraction of fluid) for a non-reacting propane jet. Comparison of calculations at different temporal 
resolutions with single-shot laser Rayleigh scattering measurements show the significance of temporal 
resolution (~1 s) and spatial resolution (~100 m) for effective comparison with theory.9 Critical to 

reactive flow
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advancing our predictive understanding is to achieve this spatio-temporal resolution with chemical-
selectivity, and in a reacting combustion environment which is beyond present capabilities. 

 

Figure 15. Non-reacting propane jet: 
comparison of mixture fraction (mass 
fraction of fluid) from LES calculations 
(at different temporal resolutions), with 
single-shot laser Rayleigh scattering.9 

Although VUV radiation from synchrotrons has made major advances in our understanding of 
combustion chemistry (e.g., the discovery of enols, a new class of combustion intermediates10), the 
proposed experiments on turbulence-chemistry interactions require the capabilities of a high-repetition-
rate X-ray laser. Direct 4D comparison with combustion models are not yet possible, and will require 
cinematic imaging experiments (high frame-rate imaging) to make a continuous “movie” of scalar and 
vector flame properties. Among the pressing needs for experimental measurements are 4D measurements 
of species, temperature, mixture fraction (fuel distribution), and scalar dissipation (rate of molecular 
mixing) spanning the full range of turbulence length scales. The following sections describe a few of the 
possible experimental imaging probes enabled by LCLS-II that will provide revolutionary new insights 
into turbulence-chemistry interactions and important phenomena, such as localized flame extinction and 
ignition. 

The imaging tools for spatio-temporal interrogation of turbulent flames include single-pulse X-ray 
fluorescence imaging and single-pulse tomography using either fluorescence or direct absorption. The 
narrow bandwidth radiation (<100 meV) of LCLS-II will be critical in providing chemical speciation, as 
illustrated by recent time-averaged soft X-ray combustion studies at the ALS (see Section 3.3).11 The 
combination of high repetition rate and high pulse energy from LCLS-II is critical and not available from 
synchrotrons or any envisioned table-top laser source. 

Time-resolved X-ray fluorescence imaging will use the LCLS-II beams (formatted into a laser sheet) for 
excitation at the low-energy side of the carbon K-edge near 284 eV.12 Red-shifted fluorescence (265 - 283 
eV) arising from valence electrons filling the 1s core hole will be imaged perpendicular to the laser sheet 
13. The fluorescence will not be substantially absorbed by the flame due to its red-shift. Absorption cross 
sections of ~10-18 cm2 per C atom, fluorescence quantum yields of ~3x10-3, and 90% quantum efficiency 
imaging detectors will provide sufficient signal to noise for single-pulse imaging. Cinematic 2D images 
acquired every 10 microseconds (utilizing the 0.1-1 MHz LCLS-II repetition rate) will be fast enough to 
correlate structures from one frame to the next. Spectrally integrated fluorescence (265 - 283 eV) will 
enable imaging of the total carbon atom distribution, which when coupled with temperature 
measurements (from Rayleigh scattering) will provide spatio-temporal maps of mixture fraction.  

Mixture fraction, , is a central quantity in the theory and modeling of turbulent non-premixed and 
partially premixed combustion. The state of mixing between the fuel and oxidizer streams is quantified by 
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mixture fraction, and the rate of molecular mixing is given by the scalar dissipation rate, 
)(2   D , where D is the mixture-averaged mass diffusivity. Multi-dimensional mixture 

fraction measurements are required to determine the scalar dissipation rate. Optical laser-based 
measurements of mixture fraction in flames are a challenge because of spatial variations in temperature 
and chemical composition. Single-point and line measurements of mixture fraction are feasible using 
simultaneous Raman/Rayleigh/CO-LIF to measure all the major species concentrations and temperature14. 
However, this approach is not practical for multi-dimensional measurements of mixture fraction.  

State-of-the-art methods for 2D mixture fraction imaging15-17 are single-pulse measurements that do not 
provide insight into the temporal evolution of the 3D flame structure. This structure governs phenomena 
such as localized extinction and re-ignition. In addition, these techniques rely on measurements of 
multiple reactive species to construct a conserved scalar (a quantity that is neither consumed nor 
produced, e.g. mixture fraction).  

X-ray fluorescence imaging of carbon will enable spatially and temporally resolved measurements of all 
carbon-containing species in the flame. Because X-ray fluorescence is largely an atomic process, this 
measurement will track the redistribution of carbon atoms that originated from the fuel, independent of 
chemical reactions that redistribute them in the flame. The concentration of carbon atoms is a true 
conserved scalar that cannot be directly measured with optical techniques. Spatially resolved carbon 
concentrations will be coupled with Rayleigh scattering to determine a carbon-based mixture fraction.  

Quantitative visible/UV fluorescence imaging is complicated by spatially dependent fluorescence 
collisional quenching rates (i.e., converting signal to concentration requires concentration maps and 
quenching rates for all other species). By contrast, in X-ray fluorescence, the fluorescence lifetime is 
governed by the dominant Auger electron emission lifetime (~ 10 fs)18. This lifetime is three to four 
orders of magnitude shorter than the time between molecular collisions in an atmospheric pressure flame; 
therefore the X-ray image will be unaffected by collisional quenching, greatly simplifying quantitative 
interpretation.  

Powerful multi-dimensional variants on this technique (as described in more detail in Section 3.1) will 
provide unprecedented detail for investigating turbulent reacting flows. Four-dimensional (space + time) 
imaging is possible by scanning the laser sheet to multiple different positions within the depth of field of 
a single imaging detector. In this way a full spatial and temporal map can be acquired with sufficient time 
resolution to follow the evolution of flame structures (using LCLS-II repetition rates up to 1 MHz). 
Chemical speciation could be achieved by tuning the excitation to near edge features characteristic of 
important functional groups, providing critical information on the relative concentrations of e.g. aromatic, 
aliphatic, carbonyl, or ether functionalities. The excitation light may also be tuned to the red side of the 
oxygen edge (543 eV) or the nitrogen edge (410 eV) to probe the distributions of species containing these 
atoms.  

An second approach to 4D chemically resolved imaging is single pulse tomography—obtaining 
projections of the flame to reconstruct its spatial structure, with sufficient frame rate to follow its 
temporal structure. We envision two tomographic approaches applied at the carbon K-edge, based on 
fluorescence and absorption, each with its own strengths and challenges.  

Fluorescence excitation tomography is a variant of planar fluorescence imaging described above. 
However, instead of forming a thin X-ray laser sheet, the beam is expanded to overlap a significant 
volume of the flame. Fluorescence is imaged at multiple viewing angles using an array of imaging 
detectors. Because fluorescence excitation is a linear process, the signal levels will be the same as in 
planar imaging. The extra expense of multiple cameras will enable full spatial and temporal 
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reconstruction of the flame structure. Chemical specificity would be achieved as described above for 
planar fluorescence imaging. 

An alternative approach to fluorescence is spatially and chemically resolved absorption tomography at the 
carbon K-edge. This approach promises better signal-to-noise than fluorescence (due to the low quantum 
yield of fluorescence), but requires a sophisticated design to create an angular array of excitation beams 
(as described in Section 3.3). The 3D spatial structure of the flame can be tomographically reconstructed 
from the set of projected absorption images at various angles. This single-pulse tomography will deliver 
the desired 4D cinematic imaging at the 100 kHz repetition rate of LCLS-II. Chemical functional group 
speciation could be achieved by tuning the exciting radiation to appropriate near-edge features, as 
described above. This single-pulse tomographic approach would be a revolutionary capability not only for 
reacting flows, but also for imaging many irreproducible objects, and relies on the characteristics of 
LCLS-II radiation (simultaneously high repetition rate and pulse energy). 

A key advantage of all these X-ray based techniques, compared to similar approaches in the UV-IR-
optical regime, is that signals from these core electron spectroscopies will not be degraded by diminishing 
Boltzmann quantum level fractions at higher temperatures, nor by unfavorable Franck-Condon factors. 
The new multi-dimensional imaging capabilities will be instrumental in making progress in understanding 
ignition and extinction phenomena. Understanding the dynamics of these transient processes is 
increasingly important because the peak efficiency in many advanced combustion systems is obtained 
near their stability limits, where the risk of extinction and excess pollutant formation is also greater. 

Aerosol Chemistry and Soot Formation 

Soot has a substantial negative impact on human health,19-21 air quality,21 and global climate.21-23 The 
growing concern over adverse health and environmental effects of small particles has prompted strict 
regulations of fine particulate emissions, has caused them to be a target of the President’s recently 
released Climate Action Plan 24, and has intensified research on the control and impact of combustion-
generated particles. There are significant limitations on our ability to control soot emissions or develop 
mitigation strategies, however, and overcoming these limitations will require addressing severe 
deficiencies in our understanding of particle formation and evolution during combustion 25. 

These deficiencies are attributable in large part to a lack of sensitive, accurate, noninvasive measurements 
of the physical and chemical characteristics of soot during its development and evolution in combustors. 
Real progress in surmounting these deficiencies in our understanding of soot formation and evolution will 
necessitate overcoming experimental limitations and coupling experimental results with model 
development and validation. This progress is essential for development of effective soot emissions 
controls and environmental impact mitigation strategies.  

Figure 16 summarizes the chemistry of soot formation and evolution in a flame. Soot formation is 
initiated by the production of hydrocarbon radicals during initial fuel oxidation.26-28 These radicals lead to 
higher molecular-weight growth and polycyclic aromatic hydrocarbon (PAH) generation.27 Large PAHs 
nucleate or grow to form incipient nanoparticles in the size range of 2-10 nm (shown in red in Figure 
16)29, 30. Incipient particles grow by coagulation and surface growth to form larger particles. These 
particles lose hydrogen by pyrolysis and oxidation, and collisions of these carbon-rich particles form 
agglomerates rather than coagulating (shown in purple in Figure 16). Hydrogen loss and surface growth 
continues until these agglomerated particles become covalently bound aggregates of mostly carbonaceous 
particles with a fine structure resembling polycrystalline graphite (shown in green in Figure 16).28 
Oxidation of these graphitic particles is believed to proceed by reactions of O2, O, and OH at "active" 
sites (i.e., defect or edge sites31) on the graphitic surface to form CO and CO2.32 
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Figure 16. Schematic representation of 
soot formation and evolution in a 
flame. The molecular structures and 
particles are not drawn to scale. This 
figure is an update of the classic figure 
of soot formation from Bockhorn 
presented in 1994,26 modified with 
molecular species predicted to initiate 
soot formation by Violi (personal 
communication) and extended to 
include aggregation, graphitization, 
and oxidation of mature graphitic soot. 

 

Studies of soot chemistry require measurements of soot composition, size, morphology, and volume 
fraction. Despite many decades of development, most of the techniques available to provide such 
measurements are plagued by serious drawbacks. These techniques can be divided into either ex situ 
methods, which require extractive sampling of particles from the combustor, or in situ methods, which 
probe particles directly under combustion conditions. There is a wide range of ex situ techniques that have 
been used to study soot. These techniques can be extremely valuable in providing information about 
particle composition, size, and morphology. Unfortunately, they rely on extractive sampling, which (1) 
causes significant perturbations to the combustion system and (2) leads to condensation of gas-phase 
species onto the particles, complicating interpretation of the results. In situ techniques, on the other hand, 
avoid complications associated with extractive sampling and are much less invasive, but the number of 
available in situ techniques for studies of soot in combustors is very limited. In addition, these techniques 
often suffer from difficulties associated with signal interpretation (e.g. ref. 33), but using a combination of 
in situ techniques may allow these difficulties to be circumvented.  

X-ray diagnostics can provide considerable information about particle chemical and physics 
characteristics. Hard X-ray techniques are particularly appealing because they may allow in situ 
measurements of combustion systems at elevated pressures, which is necessary for understanding 
combustion under engine-relevant conditions. Measurements made at LCLS-II will be transformational in 
advancing our understanding of combustion chemistry, particularly when coupled with laser-based in situ 
studies, ex situ measurements, theoretical work, and combustion modeling results. 

Probing particle composition 

Near-edge X-ray absorption fine structure (NEXAFS) spectroscopy is a powerful tool for probing particle 
composition and carbon electronic structure.34-36 Figure 17 shows examples of NEXAFS spectra recorded 
on soot samples extracted from selected locations in a premixed flat flame. This figure demonstrates 
signatures of functional groups and carbon hybridization that change with particle evolution in the flame 
and can be used to study formation, oxidation, and graphitization in the flame. A probe was inserted in the 
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flame in order to collect these samples, however, and the spectra were recorded ex situ. Previous work by 
Frank et al. 11 has demonstrated that NEXAFS spectra can be collected in situ in a flame, but the flame 
must be under vacuum to allow propagation of the soft X-ray probe at the carbon K edge of ~285 eV.  

 

Figure 17. NEXAFS spectra 
recorded at the carbon K edge. 
Spectra were recorded on soot 
samples collected from an 
atmospheric ethylene-air premixed 
flat flame at selected heights above 
the burner (HABs). Signatures of 
functional groups are labeled.  

 

Spontaneous X-ray Raman spectroscopy (XRS) offers the ability to probe the carbon K edge using hard 
X-rays in the flame under normal operating conditions and pressures. Figure 14 shows an energy-level 
diagram that compares XRS transitions with those of NEXAFS. Whereas NEXAFS is a direct transition 
from the 1s orbital to the lowest unoccupied molecular orbital at ~285 eV, the same transition is probed in 
XRS using a hard X-ray non-resonant probe photon energy and detecting the hard X-ray inelastically 
scattered Stokes signal. Figure 18 shows in situ XRS spectra recorded with the same flame configuration 
as that used to generate the soot probed by the NEXAFS spectra shown in Figure 17. These spectra were 
recorded on Beamline 6-2 at the Stanford Synchrotron Radiation Lightsource (SSRL) using the Si(111) 
monochromator, which delivered photons at ~6.5 keV with a flux of 21013 photons/s and energy 
resolution of 0.85 eV 37. The detector was a Johann-type crystal spectrometer 40 spherically bent and 
diced Si(110) crystals positioned on a 1-m Rowland circle and subtending a solid angle of 1.9% of 
4 sr.37 The signal was recorded on a silicon drift detector that was used to reduce background by 
spectrally discriminating against diffuse scatter. Because both the incident beam and signal were in the 
hard X-ray regime, the experiment could be performed at atmospheric pressure without excessive loss of 
signal. The photon energy of the incident beam was scanned, and the detection wavelength was fixed.  

The most striking features in the spectra shown in Figure 18 are those attributable to gas-phase CO and 
CO2 in the flame. This result is similar to the measurements of NEXAFS spectra recorded in a low-
pressure methane diffusion flame by Frank et al. 11. The underlying features of the soot particles and 
precursors are difficult to discern in these spectra, and extracting them from the gas-phase interference 
will require more averaging. The XRS cross section is extremely low, however, and each of these spectra 
requires considerable signal averaging.  The high repetition rate of LCLS-II and its associated increase in 
average flux, will significantly shorten XRS data collection periods and will open the door for pump-
probe experiments for, e.g., isolating the signals of the soot particles from the gas-phase species. Another 
advantage is that XRS can be performed simultaneously with hard X-ray techniques to probe of soot 
particle size and morphology as discussed on page xx. 

The results displayed in Figure 18 demonstrate the feasibility of probing these transitions using X-ray 
coherent anti-Stokes Raman spectroscopy (XCARS), which can offer orders of magnitude more signal 
than XRS 7. This increase in signal is attributable to the spatial coherence of the XCARS photons, which 
are scattered into a small solid angle rather than the randomly scattered XRS photons. In addition, XRS 
depends linearly on incident photon flux whereas XCARS depends on the third order susceptibility and is 
nonlinearly dependent on photon flux. LCLS-II will provide high photon flux and phase coherence when 
self-seeded and will thus enable implementation of XCARS.  
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Figure 18. XRS spectra recorded at the 
carbon K edge. Spectra were recorded 
in situ in the flame produced by the 
same burner as used for the NEXAFS 
spectra in Figure 17. 

Further details about composition can be derived from X-ray photoelectron spectroscopy (XPS) and will 
be a good complement to XRS and XCARS measurements. Although ex situ XPS measurements have 
been made on soot 38, this diagnostic has never been deployed for in situ measurements in a flame. High-
intensity X-ray sources coupled with differentially pumped electrostatic lens systems make it possible to 
conduct ambient pressure (<10-2 atm) X-ray photoelectron spectroscopy (APXPS) measurements under in 
situ conditions and elevated temperatures 39. These measurements require the detector operating distance 
to be close to the sample in order for the ejected photoelectrons to be measured; at near atmospheric 
pressures, however, this approach could provide a unique in situ methodology for probing soot chemistry. 

Probing particle size and morphology 

Particle formation chemistry controls incipient particle size and morphology. These characteristics are not 
readily measurable; the particles are too small to be measured at laser wavelengths and too easily 
perturbed by probes to be measured by ex situ techniques. Loh et al.40 used diffractive imaging to produce 
images of isolated particles at LCLS in order to probe the morphology and fractal dimension of individual 
artificial soot particles. The high repetition rate of LCLS-II will enable us to probe the morphology of 
individual incipient particles in situ in a flame for the first time. The density of incipient particles is small, 
which will allow us to sample continuously to generate statistics on these particles. These measurements 
will be complemented by in situ measurements of particle size using small-angle X-ray scattering 
(SAXS)41-44 and particle fine structure using wide-angle X-ray scattering (WAXS).43 The LCLS-II 
upgrade will also provide the ability to shrink the incident X-ray beam spot and hence increase the spatial 
resolution of the in situ SAXS measurements in different regions of the flame for studies of combustion 
chemistry. The truly unique aspect of this work is that multiple photon energies at the LCLS-II may allow 
the simultaneous combination of in situ spectroscopy (X-ray Raman) and in situ scattering/imaging of 
soot to get information on both the structure and the chemistry at the same position in the flame. The 
LLNL (van Buuren) and Sandia (Michelsen) groups are conducting the first proof of principle experiment 
to determine the viability of the combined X-ray Raman/ SAXS approach. 
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2.2 Catalysis, Photo-catalysis, Environmental & Coordination Chemistry 

 

Synopsis 

Energy from the sun powers most of the earth, and the intelligent use of sunlight for our energy needs will be a 
critical component in addressing urgent challenges in energy production, transformation, and storage – with 
reduced impact on the environment. Making viable carbon-neutral fuel from sunlight with sufficient energy 
efficiency and selectivity involves a myriad of complex processes spanning many orders of length and time scales 
– down to atoms and femtoseconds. These include light harvesting, electron hole separation, charge localization 
and migration, catalysis driven by electrons or by heat, energy conversion and storage. 

Energy conversion and chemical transformation in nature and industry relies almost entirely on chemical 
catalytic processes at interfaces between solids and liquids or gases. These include novel electro- or photo-
catalysis processes to produce hydrogen and to convert emitted CO2 to fuels, more efficient and stable fuel cell 
catalysts, and selective thermal heterogeneous catalytic processes for generation of methanol, higher alcohols, 
and hydrocarbons. The US chemical industry alone is responsible for about 10% of the U.S. industrial production 
and employs more than 1 million people. It has been estimated that more than 90% of all industrial chemicals 
are dependent on the availability of suitable catalysts, and that about 60% of all processes in the chemical 
industry rely on catalysis. 

The capabilities of LCLS-II for time-resolved, in-situ, element-specific and interface-sensitive studies will 
transform our ability to study many phenomena associated with these grand challenges in catalysis and photo-
catalysis. Understanding natural systems and man-made catalysts under their normal operating conditions, and 
across broad time- and length-scales will be critical to the design of robust, chemically selective, earth abundant 
and effective catalysts that will help us to meet pressing energy and environmental challenges. 

Introduction 

Efficient and selective transformation of light, heat, and electrochemical energy into stable chemical fuels 
requires the development of new catalysts. Despite tremendous efforts to date, catalyst development is 
dominated by trial-and-error approaches that have so far failed to provide competitive alternatives to 
using fossil-fuel feedstock for fuel production. In order to transform the energy production landscape, we 
need a better understanding of how catalysts control chemical activity, leading to more accurate 
theoretical models that can provide predictive guides leading to hypothesis-driven design and 
development of new chemistries and novel catalysts. Catalysis chemistry is complex, since even though 
local atomic properties govern the catalysis of isolated reactions, meso- and macro-scale properties 
govern the abundance and local environment of reactive sites, reactant and product transport, and catalyst 
aging. One approach to understanding catalysis involves model systems which single out fundamental 
chemical and physical processes that are still poorly understood (e.g. non-adiabatic dynamics and coupled 
charge-transfer) and contribute towards robust interpretation and development of theory and simulation. 
Another approach involves operando investigation of how the integration of chemical and physical 
phenomena dictates the performance of a functioning prototype, and for characterization of the salient 
local chemical properties that are present under reaction conditions. Both approaches yield advances 
toward predictive design and synthesis of new materials. 
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Figure 19. Illustration of the 
essential role of catalysis in the 
transformation of solar energy into 
a fuel. Right: direct solar-driven 
catalysis in natural photosynthesis. 
Middle: conversion of solar, wind, 
and tidal energy to electricity, for 
subsequent application in electro-
catalytic processing. Left: 
integrated light harvesting and 
catalysis, e.g. as in solar-driven fuel 
cells.1 

 

X-ray methods – spectroscopy, scattering, and imaging – provide powerful tools for characterizing 
catalysts and chemical reactions on length scales ranging from the atomic to the macroscopic. Element-
specificity, and the X-ray spectral signatures of chemical bonding provide sensitivity to active sites in 
complex systems. The ability of X-rays to characterize surfaces and buried interfaces is particularly useful 
for studying chemical transformation and charge-transfer in heterogeneous catalysis. While most of our 
existing understanding is based on a time-averaged view of reactions at interfaces, X-ray lasers allow us 
to directly observe transformations and characterize reaction mechanisms across timescales (down to 
femtoseconds) and length scales (down to sub-nanometer) simultaneous with chemical specificity for the 
first time. The intrinsic properties of X-rays, coupled with new techniques, and the remarkable 
capabilities of LCLS-II (ultrafast time resolution, full transverse coherence, and high repetition rate) 
present potentially transformative new approaches to address fundamental and use-inspired questions in 
chemistry and catalysis. 

2.2.1 Towards a predictive understanding of photo-catalysis  

Electronic excited-state phenomena provide a compelling intersection of fundamental and applied 
research interests in the chemical sciences. Photocatalytic systems must perform three critical tasks: 
efficiently harvest photons, convert photon energy to a stable electrochemical potential through electronic 
excited-state charge separation and transport, and utilize this chemical potential to drive fuel production 
(see Figure 20). Optimization of each of these steps relies on our ability to understand and control 
fundamental physical and chemical phenomena associated with the non-adiabatic dynamics of electronic 
excited states. Section 2.1 discusses these challenges for isolated molecules, here the challenges are 
compounded by condensed-phase/solvent environment and coupling to other molecular elements. While 
transition state theory provides a powerful framework for understanding electronic ground-state reactions, 
we do not have the theoretical tools to predict electronic excited-state charge-transfer phenomena with 
sufficient fidelity to be of practical value.  

The central events of excited state chemistry critically influence the performance of a photocatalyst. 
Stable charge separation and transport involve internal conversion, intersystem crossing, and 
conformational changes on the ultrafast time scale. The push toward cost effective materials and assembly 
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processes mean that these charges are being transported through defect rich or disordered materials where 
motion of charge is strongly coupled to static and dynamic deviations from ideal ordered structures. 
Understanding and modeling charge separation, transport, and localization in systems with strong 
interaction between electronic and nuclear structure, particularly for systems far from equilibrium, 
remains a significant challenge as these processes cannot be readily observed or calculated with standard 
experimental or theoretical methods.  

Conventional chemistry models assume disparate time scales for evolution of electronic and atomic 
structure (Born-Oppenheimer approximation), but evidence points to the importance of coupled 
electronic/atomic structure (non-Born-Oppenheimer) in many systems. This has become a generally 
accepted aspect of photo-driven phenomena, but we lack the requisite tools to robustly disentangle the 
coupled motion of electrons and nuclei in many energy critical materials. New tools that enable direct 
observation of these central events will qualitatively advance our understanding of chemical dynamics in 
photocatalytic systems, and advance the development of design principles for directing molecular and 
materials synthesis. The challenging goal of controlling electronic excited-state dynamics provides a key 
connection between AMO physics (as discussed in Section 2.1) and physical- and materials-chemistry. 

 

Figure 20. Illustration of 
essential steps in photo-
catalysis 

 

The significance of studying model systems extends beyond fundamental chemical physics. In materials 
with strong vibronic interactions (e.g. molecules and metal-oxide semiconductors), the charge carriers 
trap in self-induced local vibrational distortions (conformational changes) and defects. The energetics and 
dynamics of this process are critical to photocatalyst performance because they determine the mobility of 
charges and set an upper bound for the effective electrochemical potential of the photocatalyst. Ultrafast 
X-rays provide a unique opportunity to characterize the energetics and dynamics of the charge carriers, 
their spin and charge density, and the structural distortions that trap them.  

Understanding how photogenerated carriers catalyze chemical reactions represents the most complex and 
challenging aspect of photogenerating fuels. The most important photocatalytic and electrochemical 
reactions, like CO2 and N2 reduction and H2O oxidation, involve multiple electron transfers, often coupled 
with proton transfer. Multi-electron correlation and nuclear quantum effects cannot be disregarding when 
investigating photocatalysis, making solar fuels a compelling union of the fundamental and the practical.  

The development and utilization of femtosecond resolution X-ray methods will play an important role in 
understanding, and ultimately controlling, the physics and chemistry of photocatalysis. Charge separation, 
charge transport, and catalysis are local phenomena. X-ray techniques can disentangle the coupled motion 
of electrons and nuclear dynamics with atomic resolution and chemical specificity, making them uniquely 
powerful for studying chemical dynamics. 
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The new capabilities of LCLS-II will complement and 
enhance the significant present attributes of LCLS – 
particularly for X-ray spectroscopy (e.g. resonant 
inelastic X-ray scattering, RIXS, see sidebar). For 
spectroscopy, tunability across the K-edges of lighter 
elements (C, N, O,…P, S, Cl) through the L-edges of 
the 3d and 4d transition-metals, combined with high 
average power (ability to trade off peak intensity and 
repetition rate) will enable ideal experimental 
conditions for catalysis studies. The initial applications 
of soft X-ray spectroscopy in this area highlight both 
the potential impact of ultrafast X-ray spectroscopy 
and the significant limits of a low repetition rate 
source. In addition, ultrafast X-rays at 25 keV will be 
invaluable for diffuse scattering studies of nuclear 
structure, enabling real space structures to be extracted 
from Fourier analysis of subtle difference scattering 
signals.  

LCLS-II studies of model photo-catalysts and 

dynamics: will be a qualitative advance beyond time-
resolved optical studies of photochemistry – which 
have been central to our current understanding of 
reaction mechanisms to date. While optical signatures 
of electronic and nuclear dynamics can be found for 
many systems, they generally fail to robustly observe 
ultrafast spin dynamics, cannot characterize changes in 
charge density with atomic specificity and resolution, 
and struggle to identify the nuclear degrees of freedom 
coupled to electronic excited state dynamics (unless 
the nuclear motions are Franck-Condon active and 
underdamped). 

This set of constraints has impeded the interpretive 
value of many ultrafast optical measurements and 
makes the capabilities of ultrafast X-ray laser sources 
complementary and should prove decisive in many 
cases because chemistry is an atomically local 
phenomena and ultrafast X-ray spectroscopy and 
scattering provide a much more detailed picture of 
electronic excited-state phenomena. By combining the 
strengths of ultrafast optical spectroscopy with 
ultrafast X-ray methods we will stimulate the 
development of new fundamental concepts and 
theories to describe the processes that underlie 
photocatalysis.  

Transition metal complexes possess all the critical 
ingredients of photocatalysts: strong optical 
absorption, the capacity to bind reactants, and the 
electronic structure to facilitate the electron transfer 

Resonant Inelastic X-ray Scattering (RIXS) 

RIXS measures the energy distribution of 

occupied and unoccupied molecular orbitals 
sensitive to the local chemistry of a metal 

center with high resolution. Time-resolved 
RIXS correlates orbital symmetry with spin 
multiplicity and reactivity in short-lived 

reaction intermediates. With the dramatic 
increase in average brightness at LCLS-II, 
high-resolution RIXS with femtosecond 

resolution will be used to map how frontier 
orbital energies drive charge separation 

and transfer in complex functioning 
systems. 

 

RIXS (spontaneous Raman) process: An 
incident photon promotes a core electron 

into a low-lying unoccupied level (LUMO) of 
the metal center of interest. The outgoing 

photon, corresponding to a valence level 
(HOMO) to core transition, is recorded with 
high spectral resolution and the 

corresponding RIXS map (E vs. incident 
phonon energy) combined with quantum 
chemical calculations provides a detailed 

mechanistic picture of frontier-orbital 
changes that drive excited-state dynamics. 
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events critical to chemical bond formation and dissociation. While efficient, robust catalysts based on rare 
4d and 5d transition metals have been demonstrated, we require a much more detailed understanding of 
how these work if we hope to achieve similar effectiveness with earth-abundant 3d metals. Nature 
exploits 3d metals for related enzyme function, which begs the question: How can we learn from Nature 
to design ligand structures and create appropriate dynamic behavior in 3d–based complexes? 

The ability to interrogate the ultrafast evolution of electronic and nuclear structure with atomic resolution 
and specificity makes ultrafast X-ray spectroscopy and scattering indispensable for characterizing the 
complex electronic and nuclear rearrangements central to photocatalysis. While studies to date have 
focused on time-resolved X-ray absorption spectroscopy, LCLS-II will enable the full implementation of 
time-resolved resonant X-ray Raman spectroscopy (resonant inelastic X-ray Raman scattering, RIXS). 
RIXS uniquely provides information on both occupied and unoccupied valence states probed from core 
levels to achieve chemical specificity (see RIXS sidebar). RIXS is further sensitive to correlated multi-
particle valence states. As a photon-in/photon-out technique, RIXS is particularly well-suited to in-situ 
studies. A complete time-resolved series of 2D RIXS maps (energy loss vs. incident photon energy tuned 
though an absorption edge) will reveal the evolution of the charge and spin density. Coupling such 
information with systematic changes in the electronic ground state intra- and inter-molecular structure, 
LCLS-II will assist the development of design principles for photocatalytic systems. 

Understanding how to control the sub-picosecond non-Born-Oppenheimer dynamics of electronic excited 
states (see Section 2.1) that dictate stable charge separation necessitates measuring the time dependent 
evolution of electron and spin density, and how these changes couple to changes in nuclear structure. The 
transition metal based Ru-Co donor-bridge-acceptor complex (shown in Figure 21) illustrates these ideas 
that impact the performance of a diverse range of molecules and materials. In this model photo-catalyst, 
metal-to-ligand-charge transfer (MLCT) excitations of the coordinated Ru cation efficiently harvest 
visible light. This initiates a series of ultrafast changes in electronic and nuclear structure including: 
electron transfer, solvation between the distinct ligands coordinating the Ru and Co cations, and 
conversion of Co from low-spin Co(III) to high-spin Co(II). In principle, the oxidized Ru(III) site and the 
reduced Co(II) site can catalyze oxidation and reduction reactions. While the processes that follow 
photoexcitation have been identified, the sequence of events remains unclear, and we lack effective 
design rules for how to manipulate these processes through intra- and inter-molecular modifications.  

 

Figure 21. Non-equilibrium 
electron-transfer across the 
photoexcited (1RuII=1CoIII) 
model photo-catalyst. The 
schematic summarizes the 
fundamental timescales, as 
obtained from transient optical 
absorption spectroscopy 
(TOAS), X-ray emission 
spectroscopy (XES) and X-ray 
diffuse scattering (XDS).2 

The ultrafast changes in charge, spin, and inner coordination shell structure that govern ultrafast charge 
separation also influence catalytic function. Another important class of molecular complexes can be 
utilized to investigate catalytic reactions initiated by photo-induced electron transfer, spin transitions, and 
ligand dissociation. The study of ligand dissociation and solute-solvent complexation demonstrated in 
Fe(CO)5 (see sidebar) represents an example of this class of experiment. For these investigations, ultrafast 
optical excitation promptly generates reactive metastable catalysts. This synchronizes the reactions and 
will enable catalytic mechanisms to be characterized with atomic resolution and specificity.  
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LCLS-II studies of performance bottlenecks in integrated photocatalytic systems: The complex 
interdependence of energy, charge, and mass transport in photocatalytic systems present numerous 
challenges to system characterization. Identifying the performance limitations of integrated photocatalytic 
systems is an important step beyond the study of isolated model and natural photosynthetic systems. It 
contributes critically to the development of cost-effective solar fuels device based on abundant materials. 
A major scientific and technology gap is the durability of the components, and all-inorganic materials 
such as metal oxides are a promising approach to address this. However, metal oxides presently lack the 
facile tuning of the electrochemical potentials of light absorbers and catalysts that is needed to maximize 
energy conversion efficiency. In addition, a variety of charge trapping and deleterious reactions degrade 
the quantum efficiency of metal-oxide based photocatalytic devices. Here, molecularly defined all-
inorganic units may provide a viable path to robustness and tunable electronic properties. 

Addressing such a complex and multifaceted problem will require a diverse range of experimental, 
synthetic, and theoretical methods. While LCLS-II will not fully address all these problems, it will 

 

 

Demonstration of Time-resolved RIXS Studies of Photo-dissociation of Fe(CO)5 at LCLS3 

Converting the energy of an absorbed photon into a stable electrochemical potential through 

electronic excited state charge separation and transport is of central importance to making 
solar fuels. The mechanistic understanding of these processes in well-defined model systems 
guides the design of integrated functioning systems. Ultrafast optical pump and X-ray probe 

methods provide both the temporal resolution and atomic scale sensitivity required to 
disentangle coupling of transient electronic structure and nuclear dynamics. Time-resolved 
soft X-ray spectroscopy is a powerful tool to map the frontier-orbital interactions in molecular 

excited states with atom specificity. Recently this has been demonstrated at the LCLS where 
RIXS with femtosecond time resolution combined with quantum chemical calculations have 

provided for the first time a detailed mechanistic picture of frontier-orbital changes that drive 
excited-state dynamics.3 These studies of large structural changes on model molecular 
systems at high concentrations (~1 M) demonstrate the potential of time-resolved RIXS to 

correlate orbital symmetry with spin multiplicity and reactivity in short-lived reaction 
intermediates. With the dramatic increase in average brightness at LCLS-II, high-resolution 

RIXS with femtosecond resolution will be used to map how frontier orbital energies drive 
charge separation and transfer in complex functioning systems. 
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provide critical new information. The ZrOCo(II) complex (Figure 22) is a model system that highlights 
the critical challenges that must be addressed that will benefit significantly from the unique capabilities of 
LCLS-II. This all-inorganic heterobinuclear unit coupled to a silica substrate has recently been shown to 
achieve photoinduced splitting of CO2 to free CO and formate.4 This system exploits an optical metal-to-
metal charge transfer (MMCT) excitation to oxidize water and reduce CO2. While this photosynthetic 
system requires a catalytic cluster made from costly iridium oxide, closing the photosynthetic cycle in one 
integrated and precisely defined system presents an excellent opportunity to identify the transient rate-
limiting and efficiency-limiting steps of a complete photosynthetic system.4 

 

Figure 22. Heterobinuclear ZrOCo 
unit (light absorber and charge 
separator) coupled to Iridium oxide 
nanocluster catalyst for water 
oxidation. The unit reduces carbon 
dioxide by using electrons 
generated by catalytic water 
oxidation.4 

 

LCLS-II will provide essential capabilities for identifying charge transport and catalytic bottlenecks for 
maximizing quantum efficiencies of such artificial photosynthetic assemblies via high resolution time-
resolved X-ray spectroscopy. For example, the quantum efficiency for transfer of the charge from the Co 
center to the metal oxide nanocluster catalyst for driving water oxidation is determined by the competition 
with back electron transfer to the ZrOCo unit upon light absorption, which itself is dictated by the yield of 
ultrafast intersystem crossing (spin flip) of the initially excited ZrOCo state. Knowledge of the local 
structural changes of the excited metal centers on the ultrafast time scale will guide synthetic 
improvements for maximizing the intersystem-crossing path, inhibiting back-electron-transfer, and 
enhancing charge transport yields to the catalyst. Strong parallels are expected between dynamic 
phenomena occurring in the cobalt molecular complex shown in Figure 21 and the solid state cobalt oxide 
shown in Figure 22. Similar X-ray spectroscopy and scattering methods will be applicable to both 
systems. Ultrafast soft and hard X-ray spectroscopy of the photo-excited ZrOCo unit will reveal 
electronic and nuclear structural reorganization processes that could be exploited for enhancing 
intersystem crossing yields, while simultaneous probing of Co donor (Co L3-edge at 778 eV) and surface 
Ir centers (Ir M5-edge at 2.05 keV) will provide insight into elementary steps that result in the conversion 
of a transferred charge to catalytic transformation on the cluster surface. Developments in high resolution 
soft X-ray resonance Raman scattering also present the opportunity to characterize the vibrational 
structure of catalysts with charge and spin state specificity. 

Example: Water oxidation on a Cobalt Oxide Nanoparticle Catalyst 

A key characteristic of all reactions essential for fuel generation from sunlight (i.e. the reduction of 
protons to H2, of CO2 to liquid hydrocarbon, and the oxidation of H2O to O2) is that two or more charges 
are required for completing each of the reactions. In order to design catalysts that approach this criterion 
as closely as possible, the step-by-step mechanism of the catalytic cycle needs to be unraveled, which 
includes the atomic/molecular structure, and the energetics and kinetics of each intermediate formed upon 
sequential arrival of the transferred charges. LCLS-II will provide a real-time spectroscopic view of 
catalytic cycles for fuel generation. This new knowledge will lead improvements in the efficiency of 
existing photo-catalysts, and guidelines for the design of new photo-catalysts. 
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Figure 23. Visible light sensitized water 
oxidation at Co3O4 nanocatalyst surface. Two 
surface intermediates are detected: surface 
superoxide (three-electron oxidation 
intermediate), and oxo CoIV site (one-electron 
oxidation intermediate). The temporal behavior 
of the intermediates reveal that they belong to 
different catalytic sites.5 
 

Very recently the first direct temporally-resolved observation of surface intermediates of water oxidation 
was reported from an artificial first-row metal-oxide catalyst, namely Co3O4 in the form of single crystal 
nanoparticles.5 Time-resolved vibrational spectroscopy revealed the formation of an oxo CoIV 
intermediate and a superoxide surface intermediate (Figure 23). While vibrational spectroscopy provides 
limited structural details of the surface functionalities during the catalytic cycle, X-ray spectroscopy is 
able to provide element-specific information on the dynamic changes of the electronic structure and 
coordination environment of the active metal centers during the catalytic cycle. The multi-metal probing 
capability of LCLS-II on time scales from femtosecond to msec will allow detection of the dynamic 
structural changes of active surface metal centers. Specifically, it will address questions of how charges 
transferred to Earth abundant metal oxides induce catalytic change on the particle surface, and how 
transferred charges advance the catalytic activity through multiple sequential steps. Uncovering how 
specific elementary steps on the catalyst surface are driven by transferred charges will provide essential 
information for guiding catalyst design improvements for performance and durability.  
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2.2.2 Tracking heterogeneous chemistry in real time under working conditions  

Heterogeneous catalysis is central to the transformation of many chemicals on which modern society 
depends, from petroleum, to industrial chemicals, to pharmaceuticals and fine products. It plays a decisive 
role in many geochemical and atmospheric processes – providing environmental protection by removing 
unwanted and often toxic byproducts, and enabling new selective chemistries such as the electrochemical 
and photochemical conversion of non-fossil fuelstock (such as CO2) to liquid fuels. 

 

Figure 24. Schematic reaction energy 
diagram of the transformation of reactants 
(A and B) to final product (AB) along with 
the gas-phase barrier. Catalyzed reaction is 
directed along a path of various intermediate 
transition states (TS). The chemical 
transformation between each step requires 
energy sufficient to overcome the activation 
barrier between the steps. The catalyst 
lowers the activation barrier between the 
intermediate reaction steps, which 
accelerates the reaction and directs it 
towards the desired products. 

 

Catalysis through heterogeneous chemistry accelerates and directs reactions by reducing the energy 
barrier between reactant and desired products. This is accomplished by introducing a series of 
intermediate (lower-energy) chemical transformation steps at the interface of the catalyst as illustrated in 
Figure 24. Key for selective and efficient catalysis are the short-lived “transition states” which define the 
chemical transformation from one intermediate to the next. Therefore, understanding the atomic and 
electronic structure of molecules, and their evolution through the elusive transition states, are critical to 
developing a predictive understanding for design of new catalysts. 

LCLS has enabled the study of simple model catalytic reactions on relevant length- and time-scales,6 and 
recent X-ray spectroscopy results report the first observation of a surface transition state.7 These 
groundbreaking studies on ideal systems, prepared at high-concentrations, on a single crystal in a vacuum 
environment, demonstrate the potential for X-ray free electron lasers to provide a full understanding of 
chemical reactions on surfaces, in which the dynamics of making and breaking bonds are visualized in 
terms of the individual atomic and molecular motions and electronic transformations. 

LCLSII will offer energy tunability spanning the soft, tender and hard X-ray range to provide element 
selectivity through resonant excitation, high repetition rate (high average brightness) for increased 
sensitivity, and resolution near the Fourier transform limit in energy and time. (see Experimental 
Approaches and Impact of LCLS-II at the end of Section 2.2). These properties all provide critical 
opportunities for studying chemistry at surfaces and interfaces. The diverse application of LCLS-II to 
interfacial chemistry will provide detailed information to benchmark theoretical models and lead to a 
fundamental understanding of surface catalytic reactions, directed design of better catalysts, and 

TS

TS

TS
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ultimately control of catalytic reactions on a microscopic level. In this section, we discuss three important 
areas of heterogeneous chemistry where LCLS-II will have significant scientific impact: 

 Chemical transformations on model surface systems 

 Charge transfer at electrochemical interfaces 

 Catalyst support assemblies 

 Chemical transformation on model surface system 

Catalytically active species on surfaces are extremely difficult to characterize because of their high 
intrinsic reactivity and short lifetimes. Thus, despite theoretical predictions of various active 
intermediates, they have never been experimentally characterized. While hydrogenation and oxidation 
reactions of molecular resources are relevant for a large number of catalytic processes, significant 
knowledge gaps prevent us from fully exploiting and optimizing these processes based on prediction and 
directed design. An illustrative example is the Haber-Bosch reaction – a process discovered in 1908 for 
transforming N2 into NH3 (ammonia) for chemical fertilizer – but similar knowledge gaps impede the 
development of other catalysts, e.g. for the capture of CO2 from the atmosphere for sequestration or 
transformation into useful fuels. 

Today, roughly 1/3 of Earth’s population is sustained by agriculture 
enabled by the Haber-Bosch reaction, often referred to as the most 
important invention of the 20th century.8 Industrial ammonia 
production inherently involves hydrogen production via steam or 
dry reforming of methane as an important sub-process, and 
consumes approximately 20% of the total energy used in industry. 
Although increased production of ammonia is needed for food 
security in developing countries, there is also a pressing need to 
lower carbon emissions and reduce our energy footprint. The Fe-
based catalyst for the Haber-Bosch reaction was discovered 
empirically through an Edisonian (trial and error) approach. 
Understanding the overall ammonia production process at the 
atomic-level aims to identify parameters that control reactivity and 
selectivity, to enable the directed design of catalysts that require 
less energy.  

The dissociation of the N2 bond is the rate-limiting step in ammonia 
production, and the ability to break it is strongly influenced by the 
surface structure of the catalyst. Theoretical calculations combined 
with adsorption experiments have shown that N2 dissociates 
primarily at under-coordinated sites on the catalyst surface (e.g. 
steps and kinks in the atomic structure) and is initiated from an up-
right orientation of the N2 molecule (as illustrated in Figure 25).9 

LCLS-II studies of model surface systems for chemical 
transformation will exploit the combination of energy tunability, 
high average brightness, and energy/time resolution. In particular, 
advanced time-resolved X-ray emission, X-ray absorption, and 
photoelectron spectroscopy will be employed to follow the initial 
activation process, reveal details about the sub-processes involved 
(initial adsorption, presence/absence of a precursor state, bond 
activation), and characterize the role of the surface structure. In 

Capturing a Transition State 

LCLS experiments capture the 
moment when atoms form a 
bond.7 The reactants are a 

carbon monoxide molecule, 
made of a carbon atom (black) 

and an oxygen atom (red), and a 
single atom of oxygen, just to the 
right of it. They are attached to 

the surface of a ruthenium 
catalyst, which facilitates the 
reaction by holding them in 

proximity. When excited by an 
optical laser pulse, the reactants 

vibrate and bump into each 
other, and the carbon atom 
forms a transitional bond with 

the lone oxygen. The resulting 
carbon dioxide molecule 
detaches and desorbs, upper 

right. 
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addition to the Haber-Bosch reaction, the initial activation limits the rate, with a high activation energy 
barrier to the full decomposition reactions of methane and water, while subsequent steps are responsible 
for the selectivity towards desired products. The intermediate species involved are predicted to have very 
short lifetimes once produced. The unique capabilities of LCLS-II will enable the study of short-lived 
intermediates, and their branching into various competing channels, to fully characterize chemical 
transformations during catalytic processes. Fundamental insight provided by LCLS-II will be invaluable 
for guiding deliberate changes in the surface composition, reactant mixture, or reaction conditions, to 
enhance catalytic activity. Kinetic data will be correlated with structural properties and dynamics, 
deepening our understanding of the structure-activity relationships in catalysis. 

 

Figure 25. Elementary steps in a 
catalytic reaction involving 
molecular nitrogen and 
hydrogen initiated by an 
ultrafast temperature jump. 
LCLS-II will follow the 
concentration of reactants, 
various intermediates and 
products (color-coded) – in real 
time and under operating 
conditions. 
 

Charge and Ion Transfer at Solid-Liquid Interfaces  

Chemical reactions at solid-liquid interfaces can range from acid-base (hydrolysis) and surface 
complexation or adsorption reactions, to ligand exchange and electron or ion transfer reactions, to 
dissolution of solids, as well as their nucleation and growth when the solvent is water. For example, the 
compositions of surface waters, including the oceans, ground waters, and subsurface brines, are the result 
of mineral-aqueous solution interface reactions in which ions are released from solid surfaces into 
solution during chemical weathering or are removed from solution via sorption reactions on solid 
surfaces. The complexity of chemistry at the liquid-solid interface, as visualized in Figure 26, involves 
absorption/desorption, diffusion, solvation/desolvation, and the interaction between solvated and 
absorbed species with the dynamical surface geometric and electric structure. 

 

Figure 26. Processes of adsorbate 
molecules and atoms at mineral-water 
interface: physisorption, 
chemisorption, detachment, absorption 
or inclusion, occlusion, attachment, 
hetero-nucleation, and organo-mineral 
complexation (from ref. 10). 
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Relevant processes span a wide range of time scales, from the slow initial reorganization of nuclear and 
solvent coordinates, to the establishment of the transition point configurations, and the subsequent fast 
electron transfer between the electrode and the reactant molecules/ions. For example, cations and anions 
in aqueous solutions can exchange water molecules at rates ranging from ~10-6 sec-1 (about one day), 
which would be typical of the exchange of water molecules for hexaquo Cr3+ ions in aqueous solutions, to 
~1010 sec-1 (about one nanosecond), which would be typical of ligand exchange reactions of Pb2+ or Li+ 
ions in aqueous solution.12 

Heterogeneous chemistry at the liquid-solid interface 
plays a central role in emerging catalytic processes 
though electrochemistry. In transforming CO2 to 
fuels, and nitrogen to ammonia, electrochemical 
reactions transfer protons from solvated liquid to 
adsorbed intermediates on the catalytic solid material. 
In spite of the importance of charge transfer processes 
in electrochemistry, these solid-electrolyte interfaces 
remain poorly understood at a fundamental level.  

The structure of the liquid-solid interface has been 
intensively studied for over one hundred years. Our 
current understanding is based largely on the 
electrical double layer model, which was developed 
empirically in mid-19th to mid-20th century13-17 (Figure 
27), in which one plate is the metal surface, and the 
other plate is built up by solvated ions from the 
electrolyte. The ions in the Stern layer shield the 
charge of the surface, and are temporally bound to the 
electrode surface and immobile compared to the ions 
in the bulk. There are two different types of ions in 
the Stern layer. One has a complete solvation shell 
and is held in place by purely electrostatic forces in 
the outer Helmholtz layer. The other has only a partial 
solvation shell and undergoes direct chemical bonding 
with the solid surface, in the inner Helmholtz layer.  

The structure of the electrochemical double layer is 
altered by the presence of an external voltage. The 
electric field in the layer influences the transition-state 
energy of the electrochemical reaction as reactant 
ions, molecules and electrode surfaces undergo 
solvation and desolvation to reach the transition point. 
The electrode surface, in contact with the 
electrochemical double layer, also undergoes 
solvation and desolvation processes. Once the nuclear 
coordinates have reached the transition point of an 
electrochemical reaction (Figure 28), electrochemical 
reaction theory assumes adiabatic electron-transfer 
between the electrode and the reactant molecules or 
ions. The rate of electron transfer at the transition 
point (the exchange current) determines the 

Electrochemical double layer 

 
Figure 27. From ref. 11 

Circles with charges denote the ions in the 
electrolyte. Circles with an arrow represent the 
polar solvent molecules.  

At liquid-solid interfaces, a solvent molecule 
may adsorb at the surface altering the electron 
density distribution. Ions near the electrode 
surface cause an accumulation of counter 
charge on the surface to neutralize the charge 
on the electrolyte solution side. As a result, a 
layer consisting of surface charges and counter 
ions is formed at the interface: the electrical 
double layer. 

The ions in the electrical double layer are 
immobile compared to the ions in the bulk. 
Whereas ions in the electrical double layer with 
complete solvation shell are held in place by 
purely electrostatic forces, ions with incomplete 
solvation shells can bond chemically to the 
surface. 

LCLS-II capabilities (high repetition rate, 
greater coherence, broad tuning range) are 
essential new tools that will allow us to gain a 
fundamental understanding of interfacial 
behavior and the effects of structural, 
compositional, and temporal heterogeneities on 
the properties of natural and engineered solids. 

+

Metal

-
-

Outer Hermholtz layer

Inner Hermholtz layer-- -

+

-
-

Stern layer

Diffuse layer

Electrolyte



Catalysis, Photo-catalysis, Environmental & Coordination Chemistry 

56 

electrochemical catalytic activity. 

High repetition rate (moderate peak power with high average brightness) from LCLS-II will be invaluable 
for tracking charge and ion transfer during reactions – using advanced techniques such as time-resolved 
ambient-pressure photoemission and transient standing-wave techniques (see Section 2.2 Experimental 
Approaches and Impact of LCLS-II). Energy tunability enables resonant excitation for all constitutes in 
the solid-liquid interface (ions, solvent molecules, the solid surface and adsorbates) which will advance 
the characterization of molecular configurations and oxidation states in electrochemical reactions. Energy 
and time resolution near the Fourier transform limit will enable resonant X-ray Raman scattering 
measurements capable of identify proton transfer through molecular vibrations with site selectivity.  

 

Figure 28. Free energy profiles of 
interfacial electron transfer process  

 

LCLS-II studies of Catalyst Support Assemblies 

The combination of synthetic control over nanostructured catalytic systems and the unique capabilities of 
LCLS-II will significantly advance our understanding of interface sites and putative highly-reactive short-
lived species, pointing the way to produce much more active and selective heterogeneous catalysts for a 
variety of reactions. Among the most important pieces of information to describe catalytic properties are 
the atomic structural arrangement of catalytic nanoparticles, and the electronic properties of the surface – 
while they are functioning.  

Nanoparticle-based catalysts most often consist of nanoparticles that are immobilized on oxide substrates 
to provide a large surface area. Exploring the material response as a function of environmental parameter 
space is exceptionally important to understand how the catalytic nanoparticles function. The stability of 
the as-synthesized nanoparticle is not guaranteed under reactive conditions, and changes in structure and 
chemical composition of catalysts are often mediated by environmental parameters including: 
temperature, gas pressure, or electrochemical potential.18-24 As the structure and chemical composition 
deviate in a non-equilibrium fashion under reactive conditions, the catalytic properties fluctuate 
significantly over time. Non-equilibrium sintering dynamics on the mesoscale are responsible for 
structural and compositional transformations of nanoparticles on the support. Time-resolved examination 
under reactive conditions is essential to advance our understanding of these processes. 

In addition to the surface of active nanoparticles, the interface region between the support and the active 
nanoparticle (illustrated in Figure 29) exhibit unique catalytic properties. There are several reports which 
associate the interface region with the active sites, and with the overall catalytic activity of the material, 
through distinct mechanisms. For example, different reactants can be activated on different surface sites 
and subsequently meet and combine at the interface region. Importantly, reactants can also be activated 
exactly at in the interface region, since relevant chemistry occurs at the interface that does not occur on 
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either of the two materials in isolation. One striking example is the supported Au catalysts used in 
oxidation reactions and water-gas shift-reactions. Au particles less than 5 nm in size become active for 
reactions such as CO oxidation, but only when they are on a support material. The importance of the 
Au/support interface in oxygen and water activation has been recognized, with researchers proposing Au-
O-O-S (S=support) and Au-O-O-H chemical intermediates25, 26 as illustrated in Figure 29. 

 

Figure 29. Catalytic CO oxidation on 
titania-supported Au catalyst (from 
ref. 26). 

 

X-ray energy tunability will enable tracking the electronic structure changes in transition metals, post-
transition metals, and C, N, O elements in supports, particles and adsorbed molecules using advanced 
techniques such as time-resolved ambient-pressure photoemission. Sensitivity provided by high repetition 
rate will be essential to probe the low concentrations of active catalytic sites (e.g. on the surface of 
nanoparticles or at the interface between a nanoparticle and the support). The combination energy and 
time resolution will allow probing non-equilibrium dynamics of nanoparticles under reactive conditions, 
at chemical resonances, via X-ray Photon Correlation Spectroscopy (XPCS, see Section 2.4). Mapping of 
chemical transformations across time scales, from femtoseconds to milliseconds, will provide an 
invaluable picture of these interfaces in action. LCLS-II will allow us to uncover how the charge migrates 
between support materials, particle surfaces, and adsorbed molecules while reactants are being converted 
– important information to advance our ability to predict and optimize reactivity in catalyst support 
assemblies. 

Experimental Approaches & Impact of LCLS-II 

The transformative science opportunities in the areas of catalysis, photo-catalysis, and environmental 
chemistry rely on a suite of time-resolved techniques that are element-specific, and sensitive to the 
dynamics of both local chemical structure/bonding and nuclear structure. Low concentrations and rare 
transient events require high sensitivity (high average flux), with moderate peak intensity (to avoid 
disruption of the chemistry being probed). An essential requirement is an ability to probe systems in-situ, 
and under operating conditions, which is often in condensed or liquid phases. 

Pump and Probe methods for Catalytic Reactions 

LCLS-II offers a unique possibility to study chemical reaction in heterogeneous systems in real-time. 
Time resolved spectroscopy at LCLS-II employs a pump-probe, with excitation pulses in the UV, visible, 
IR or THz region, and ultrafast X-ray probe pulses from LCLS-II. 

Thermally-driven reactions may be triggered via a transient temperature jump. A range of thermal 
excitations play important roles in surface chemical reactions including: phonons (substrate lattice 
vibration); and frustrated vibrational, translational, and rotational motion of molecular adsorbates. When 
chemical bonds break/form during a reaction, these low energy vibrations in the THz regime are 
thermally excited and mediate the nuclear motion along the reaction coordinate. 
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In heterogeneous systems, thermally-driven catalytic reactions are triggered either directly or indirectly 
by the heat generated through coupling of hot electrons and holes to phonons. Femtosecond near-IR laser 
pulses are currently used to initiate surface reactions, and the time evolution is then probed using X-ray 
pulses. Though the absorption cross section of surface layer is small, femtosecond near-IR pulses produce 
highly excited hot electrons and holes at the surface which couple to the adsorbate excitations within the 
first picosecond. Since excitations of phonons and frustrated vibrational motion are in the THz regime, an 
intense ultrashort THz pulse can also be a suitable source to initiate a temperature-jump.  

In addition, temperature jump techniques can be used to induce a change in the distribution of ionic 
species at the interface between an electrode and electrolyte materials. By selecting a laser wavelength 
which is transparent to the electrolyte or electrode material, a temperature gradient can be generated 
across the interface. The resulting temperature gradient induces a concentration gradient of components in 
the electrolyte (known as the Soret effect27), which will create a transient electrochemical perturbation at 
the interface for time-resolved X-ray studies (e.g. of ion exchange).  

Photon-in/Photon-out X-ray Absorption and Resonant Inelastic X-ray Scattering 

Resonant inelastic X-ray scattering (RIXS) will be a powerful tool for meeting the above challenges, and 
the capabilities of LCLS-II offer a major advance for RIXS spectroscopy beyond anything available 
today. RIXS is a spontaneous X-ray Raman process that uniquely provides information on both occupied 
and unoccupied valence states, probed from 1s (e.g. C, O, N) and 2p (e.g. Co, Mn, Fe, Ir) core levels to 
achieve chemical specificity. RIXS is further sensitive to correlated multi-particle valence states. As a 
photon-in/photon-out technique, RIXS is particularly well-suited to in-situ and operando studies. A 
complete 2D RIXS map (energy loss vs. incident photon energy tuned though an absorption edge) is rich 
in scientific information, and LCLS-II will provide sequences of 2D RIXS maps over the entire time-
course of a reaction (from femtoseconds to msec). X-ray emission spectroscopy (XES or non-resonant 
RIXS) is a related technique, providing 1D information on the partially occupied density of states, and 
X-ray absorption spectroscopy (XAS) reveals the unoccupied density of states. Both XES and XAS 
spectra are contained within a 2D RIXS map. 

Unique capabilities for time-resolved RIXS provided by LCLS-II include: 

Photon energy tunability through absorption edges of light elements (C, N, O) and 3d and 4d transition 
metals, pertaining the unique ability of tunable X-rays to provide selectivity through resonant excitation.  

High repetition rate/high average brightness. Time-resolved RIXS at LCLS is severely limited by the 
low repetition rate, requiring ~1 day of integration for a single RIXS map from a high concentration 
(~1M) sample. High average brightness is essential to generate a complete time-series of maps in 
functional systems (~1mM concentrations).  

Time and energy resolution near the Fourier transform limit is essential to resolve XANES features 
that are unique signatures of oxidation states and chemical intermediates (200meV), and for resolving 
ultrafast dynamics such as intersystem crossings and charge transfer (10fs). 

The combination of Fourier transform limited resolution (<50 meV) and extremely high average 
brightness provides the opportunity to perform resonance Raman scattering measurements capable of 
resolving low frequency molecular vibrations with site selectivity. LCLS-II will be able to investigate 
both the steady state and non-equilibrium structure of reactants and intermediates bound to metal sites 
with spin and charge state selectivity. Since such experiments need not be focused on ultrafast time 
resolution to be state-of-the-art, they would broaden the scientific reach of LCLS-II significantly since 
they present significant potential value in both heterogeneous and metalloenzyme catalysis (as discussed 
in Section 2.6).  
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The combination of Fourier-transform-limited resolution and extremely high average brightness could 
prove to be the most critical beneficiary of non-linear X-ray spectroscopic methods. While still in the 
early stages of development, these methods have the potential to provide the same information as 
spontaneous RIXS measurements with greater efficiency and a much smaller instrument. Beyond 
spontaneous X-ray Raman, stimulated X-ray Raman scattering (SXRS) as discussed in Section 3.1 
provides information on coherent charge flow and energy relaxation on fundamental (attosecond to 
femtosecond) time scales. This is also a promising approach for enhancing weak spontaneous X-ray 
Raman signals (e.g. from low-Z elements) and projecting the signal of interest to a 1D detector. 

X-ray Photoelectron Spectroscopy (XPS) and Ambient Pressure XPS 
Dynamics of Electrochemical Interfaces 

XPS probes the energy distribution of molecular orbitals with very high resolution and sensitivity to the 
local chemical state. Time-resolved XPS identifies chemical states in short-lived reaction intermediates 
(Figure 30). LCLS-II will provide unprecedented average brightness, which will enable science beyond 
simple model systems and highly concentrated samples that are accessible today. In recent years, we have 
seen a rapid development of ambient pressure XPS where measurements can be conducted at pressures 
around 1 torr and above,28-35 and this has proven to be a powerful tool for probing electrochemical 
interfaces.29, 33, 36, 37 Detailed understanding of catalytic reactions on surfaces requires simultaneous 
observation of the electronic transformations and the rearrangement of the atoms, in particular under 
catalytically relevant conditions of elevated pressure and temperature. LCLS-II will provide the key 
attributes to uncover these processes in real time. 

 

Figure 30. Chemical shift measurements 
provide high chemical specificity for both 
molecules on the surface and the substrate. 
XPS with differential pumping will allow 
for pressures in the few torr range which 
can be extended to even higher pressures 
using photon energies in the few keV range 
(generating high kinetic-energy 
photoelectrons with a substantial longer 
mean free path). 

High repetition rate/high average brightness will significantly increase the number of X-ray interaction 
events with the system under study. The information content of current XPS measurements at LCLS is 
significantly limited by the low repetition rate. High repetition rate is critical to achieve reasonable count 
rates via time-of-flight spectroscopy by distributing the X-ray power over many pulses in order to 
mitigate space-charge effects. 

Time and energy resolution near the Fourier transform limit (100 fs  20 meV) from seeded X-ray 
FELs at LCLS-II will enable high energy-resolution and/or high time-resolution XPS, pushing to the sub-
femtosecond limit for the fastest electronic events, and meV energy resolution for slower nuclear 
dynamics. 
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Photon energy tunability is critical to adjust the probing depth of XPS, varying the mean free path of 
photoelectrons from the surface, subsurface, and bulk. This will enable studies of gas/solid, liquid/solid 
and gas/liquid interfaces. It has also been recently demonstrated that tailoring the X-ray intensity into a 
standing-wave (SW) and then scanning the SW through the sample provides unprecedented resolution of 
species at the solid/liquid interface.38, 39 Recently, ambient-pressure photoemission spectroscopy (APXPS) 
has been developed at synchrotron sources as powerful tool for in-situ investigation of electrochemical 
interfaces.29, 33, 36, 37 Key attributes include simultaneous and quantitative characterization of the local 
elemental composition, chemical state, and electrical potentials, which allows for a direct correlation 
between the chemical state and the electrical properties of the interface (see ref. 40 and Figure 30). When 
combined with more traditional electrochemical characterization techniques such as voltammetry, a much 
more complete picture of the bulk and surface properties under operating conditions can be achieved. 

There are two recent developments in APXPS that have made it even more powerful for catalysis and 
interfacial chemistry applications. First, APXPS has recently been extended from studies of only the gas-
solid interface to studies of the liquid-solid interface using "tender" X-rays in the 3-5 keV regime. At 
these energies, photoelectrons can escape through an ultrathin liquid film (or meniscus) that is in 
equilibrium with an operating electrochemical cell.37 Second, it has also been recently demonstrated that 
tailoring the X-ray intensity into a standing-wave (SW) and then scanning the SW through the sample 
provides unprecedented resolution of species at the solid/liquid interface.38, 39 With APXPS techniques at 
LCLS-II, both the composition of interfacial species (EDL, SEI, intermediates...) and the dynamics of 
interfacial phenomena can be studied with great spatial resolution under electrostatic polarization for the 
first time.  
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2.3 Quantum Materials 

2.3.1 Understanding and controlling emergent phenomena in materials with interacting 
degrees of freedom  

 

Synopsis 

“Quantum materials” refers broadly to solids that are not adequately described by single-electron band models 
and the related theories that provided the foundational basis for the semiconductor revolution of the 20th 
century. Quantum materials are promising materials for the 21st century — materials with powerful “emergent” 
properties such as high-temperature superconductivity, colossal magnetoresistivity, and topologically protected 
phases. Such properties are referred to as “emergent” because they cannot be understood or predicted based on 
a reductionist approach that considers only the constituent particles — individual atoms, electrons and their 
orbitals. Rather, we must also account for the strong coupling between these particles at the quantum level, and 
this extra complexity pushes the limits of our understanding. This knowledge gap prevents us from fully 
harnessing the emergent properties of quantum materials in order to address the technology applications that 
are at the frontier of modern electronics: from quantum information processing to superconducting electrical 
grids to nano-device engineering. A better understanding and control of the materials themselves is essential to 
developing their potential for these applications. 

LCLS-II X-ray lasers will provide qualitatively new experimental capabilities for observing the energetically-
fragile many-electron dynamics of quantum materials. The high repetition rate and high average spectral 
brightness of LCLS-II will enable photon-hungry spectroscopies such as Resonant Inelastic X-ray Scattering 
(RIXS) to finally achieve the energy and momentum resolution required to characterize the correlated states for 
effective comparison with theoretical predictions. Ultrafast time resolution applied with RIXS and advanced 
photoemission techniques will enable the observation of correlated states in the bulk (and in low-dimensional 
interfaces) as they develop and respond to specific excitations of the material. Importantly, the high repetition 
rate will make it practical to investigate these fragile states with moderate pulse energies (while maintaining 
high signal rate) in order to avoid disrupting the states being measured. 

Direct probes of charge correlations and their dynamics have long been recognized as a critical capability gap of 
modern materials science. Bridging this gap requires the capabilities of LCLS-II and will propel the ability to use 
quantum materials in technology areas ranging from efficient energy transport to low-power/high-speed 
information processing and high-density information storage. 

Introduction 

A hallmark of quantum materials is the significant role played by quantum mechanics in determining the 
exotic properties that these compounds typically exhibit. These solids are not adequately described by the 
single-electron band models and related theories that provided the basis for the semiconductor revolution 
of the 20th century. Their properties are often termed “emergent” because they cannot be directly 
predicted by simple consideration of the constituent particles: individual atoms, electrons, their orbitals, 
and spins. Rather the strong coupling of these particles leads to exotic quantum phases and important 
properties such as unconventional high-temperature superconductivity, colossal magnetoresistivity, 
ferroelectricity, and topologically protected phases – properties that we wish to harness and control for 
myriad technology applications. 

Furthermore, the delicate interplay between these electronic phases in quantum materials often gives rise 
to competition (phase separation) and heterogeneity – including nanoscale ordering or texture of charge, 
spin and orbitals – that are intimately related to the material properties. These phases exhibit temporal and 
spatial fluctuations over many time and length scales (see Section 2.4), and are very sensitive to 
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manipulation through chemical composition, charge doping, or external stimuli such as electro-magnetic 
fields.1 

 

 

Figure 31: Strongly coupled spin, orbital, 
lattice, and charge degrees of freedom 
gives rise to rich phenomena in quantum 
materials. 

 

The scientific richness of quantum materials and the major knowledge gaps in the field are illustrated in 
Figure 32 in terms of the strength of the interactions between the lowest electronic states with other 
degrees of freedom, and the strength of the spin-orbit coupling. Conventional metals — band insulators 
and semiconductors that are the mainstay of modern technology — are materials in the weak-coupling 
region. Here, the paradigm of Fermi-liquid theory and the conventional weak-coupling phase transition 
formalism satisfactorily explain the material properties. Quantum materials, however, reside outside this 
weak-coupling region, and understanding their rich electronic behavior requires new concepts beyond the 
conventional paradigms, and new experimental approaches that provide direct insight to collective modes 
in the strong-coupling regime. 

Strongly-correlated electron systems represent one important frontier where the interaction strength is 
strong but spin-orbit (SO) coupling is negligible in determining the low-energy electronic states. The 3d 
transition metal oxides, such as the high temperature (high-Tc) superconducting cuprates, are 
representative strongly correlated electron systems in this regime (see for example ref. 1). The 
fundamental model for understanding an interacting electron system in terms of the charged collective 
modes dates back to the 1950s treatment by Pines and Nozieres. They described the low-energy fermions 
as Landau qausiparticles and identified the elementary collective excitation as the well-known plasmon. 
The former are observed, for example, as a peak in the one-particle spectral function, A(k,), and the 
latter as a peak in the two-particle, dynamic structure factor, S(q,). 

Remarkably, while the study of quasiparticles in quantum materials is now well advanced, we are still 
lacking an effective means to directly probe and study the collective modes. Because the ground states of 
quantum materials arise from a subtle balance among competing interactions, the relevant collective 
modes appear at modest energy, typically 1 to 100 meV (see Figure 38), where modern X-ray sources and 
scattering spectrometers lack the required combination of photon flux and energy resolution. The absence 
of a means to measure ground-state collective modes – the essential observable of an interacting electron 
system – represents an enormous gap in our understanding of quantum materials. It is in this area that 
LCLS-II will offer transformative capabilities – for both characterizing ground-state collective modes, 
and for following their response to tailored external stimuli. 
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Figure 32: Classification of materials via spin-
orbital coupling and interaction strength 
between low energy electronic states with 
other degrees of freedom, such as electron-
phonon coupling, magnetic interaction, and 
other correlation effects. 

 

Materials in the strong spin-orbit coupling limit have recently drawn much attention in the materials 
science community. The resulting effects of topological order and quantum geometry2, 3 have been 
extensively explored in topological insulators and transition metal dichalcogenides. Here conventional 
band structure models provide an incomplete description of the charge and spin behaviors because they 
fail to capture the quantum geometry of the electronic wavefunctions, as embodied in the “Berry 
curvature” in momentum space – which is now understood to be at the heart of electronic phenomena 
both ancient (electric polarization) and modern (topological insulators and magneto-electricity). Berry 
curvature in real space describes the motion of electrons through a background of skyrmions (particle-like 
texture of spins, as discussed in Section 2.4). 

Until recently, the role of spin-orbit coupling as an origin of new phenomena in strongly correlated 
materials has been largely overlooked. In this “wild frontier” (illustrated in Figure 32), there is now 
significant interest in searching for topological order in materials with strong interactions.4 For example, 
electron correlation can result in frustrated magnetic order and high-Tc superconductivity, while strong 
SO coupling can create a novel electronic structure that is topologically protected by quantum-
geometrical constraints, leading to a tantalizing prospect of topologically protected superconductivity. In 
this region, exemplified by heavy Fermion systems with 4f valence electrons, both material synthesis and 
experimental characterization are largely exploratory but there is tremendous promise for discovering 
entirely new phenomena. 

Revealing the fundamental origins of important emergent properties and ultimately controlling these 
quantum phases remain paramount open questions in the quantum materials field. While strongly 
correlated materials have been most intensely studied over the last few decades, the mechanism of high 
temperature superconductivity exhibited in cuprates and iron pnictides remains a puzzle. Novel theories 
and new experimental tools are required to make breakthroughs in these outstanding areas. 

Notably, due to the rapid development of techniques, new approaches to tune interactions in quantum 
materials have been demonstrated. One is to facilitate interface engineering of quantum material 
heterostructures5, 6 by material synthesis with atomic precision via molecular beam epitaxy (MBE) and 
Pulsed Laser Deposition (PLD). Surprising emergent phenomena have been discovered at these 
interfaces. Another intriguing approach is to drive the system out of equilibrium via tailored ultrafast 
photo-excitation or coherent vibrational excitation. Photo-induced superconductivity7 and vibrationally-
drive phase transitions8 have been demonstrated in some quantum materials. In both approaches, the 
underlying microscopic picture of the observed phenomena is still lacking and highly debated. Progress in 
understanding these phenomena will provide new perspectives on quantum materials research, but 
requires the development of novel experimental tools well suited to characterizing the properties of 
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quantum materials and heterostructures, both in and out of equilibrium − unique opportunities brought by 
LCLS-II. 

Unconventional “bulk” superconductors: 

The most representative problem in quantum materials research is probably high-temperature 
superconductivity (HTSC), which is not only the honing stone for new theories and experimental 
techniques but also promises crucial applications in energy and electronic devices. Despite huge efforts, 
outstanding questions remain: 

What are the microscopic interactions leading to HTSC? 

What is the role of competing phases, fluctuations and heterogeneity (e.g. charge and spin order)? 

How can we control these interactions and ultimately increase Tc? 

As spin, charge, orbital and lattice excitations are fingerprints of this collective emergence, it is crucial to 
obtain a complete “genomic map” of collective low-energy excitations resulting from relevant degrees of 
freedom that define the physical properties of materials.  

To date, momentum-resolved spectroscopies, such as angle-resolved photoemission spectroscopy 
(ARPES) and inelastic neutron scattering (INS), have revealed much information about single particle 
spectral functions and magnetic excitations in HTSC materials. However, information about the collective 
charge excitations and orbital excitations in energy-momentum space is still lacking. Recently, 
momentum-resolved resonant inelastic X-ray scattering (RIXS) has emerged as a powerful tool to 
characterize elementary excitations associated with lattice, spin, charge, and orbital degrees of freedom9 
(e.g., Figure 33). However, the full impact of this photon-hungry approach has been limited by the 
spectral brightness available from present X-ray sources lacking longitudinal coherence. High resolution 
RIXS exploiting seeded X-ray lasers at LCLS-II can reveal elementary excitations with energy scales 
comparable to the superconducting gap, pseudogap, and related low-energy phenomena, providing crucial 
information to characterize the complete bosonic spectrum that couples to electrons. Importantly, using 
time-resolved RIXS at LCLS-II, it is possible to track the evolution of elementary excitations in the time 
domain following tailored perturbations near equilibrium. This approach disentangles correlated 
phenomena based on characteristic time scales in response to either optical excitation (photo-doping and 
charge-transfer) or vibrational excitations (phonon coupling). 

 

Figure 33: (Upper left) RIXS intensity map 
in energy-momentum space near the zone 
center of electron-doped superconducting 
cuprates Nd1.85Ce0.15CuO4. The spectra 
were plotted in the low panel. (Right) 
Momentum-energy dispersion of magnon, 
para-magnon, and collective modes in 
electron-doped cuprates, with doping level 
of 4% and 15%, from ref. 10. High 
resolution RIXS could reveal new 
excitations at energy scales comparable to 
superconducting gap. In addition, time-
resolved RIXS can reveal the relation 
between these collective excitations from 
different degrees of freedom. 
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In HTSC materials, applied magnetic fields provide important insight into the role of spin ordering, 
competing phases, and putative quantum critical phenomena. For example, transport measurements at 
high magnetic fields have revealed reconstructed Fermi surface11 and the existence of two quantum 
critical points12 inside the superconducting dome in the temperature-doping phase diagram. Crucial 
information about the microscopic degrees of freedom could be obtained, if X-ray scattering and RIXS 
can be performed at magnetic fields comparable to those used in these transport measurements. The ultra-
bright X-ray FEL pulses with the tunable time structure make it possible to perform X-ray 
scattering/spectroscopy with a high-field-pulsed magnet. Furthermore, the role of competing phases in 
HTSC may also be closely related to the electronic inhomogeneity discovered via scanning tunneling 
microscopy (STM).13 While STM spectra provides direct real-space information about static 
inhomogeneity, the varied energy/momentum space electronic structure in different regions (and the way 
in which it fluctuates) is beyond the capabilities of current tools. LCLS-II will provide the first access to 
such phenomena via time-of-flight, 3D imaging nano-ARPES, and via X-ray photon correlation 
spectroscopy (XPCS, as discussed in Section 2.4). 

 

Figure 34: Two quantum critical points under 
the SC dome in cuprates revealed by transport 
measurements under high magnetic fields, from 
ref. 12. Important microscopic pictures can be 
obtained if X-ray scattering and RIXS can be 
performed at high field pulsed magnet, which 
could be achieved at LCLS-II. 

Notably, the approaches outlined in this section are not only limited to the studies of HTSC, but are 
generally applicable to the investigation of similar electronic texture phenomena that are ubiquitous in 
quantum materials. 

Emergent properties at the interface of quantum materials heterostructure 

In addition to bulk quantum materials, rich emergent phenomena also occur at the interfaces of 
heterostructures consisting of distinct quantum materials. A well-known example is the interface of the 
LaAlO3/SrTiO3 heterostructure, at which exotic magnetic phases, superconductivity, and two dimensional 
electron gas with high mobility are discovered.14-16 As another example, it was recently discovered that 
the TC of interfacial superconductivity in monolayer FeSe grown on SrTiO3 (FeSe/STO) can be as high as 
100 K.17-21 — significantly higher than TC of bulk FeSe (8K). Yet another example: the monolayer 
transition metal dichalcogenides, such as MoS2 and WSe2,22-24 have been shown to be direct band-gap 
semiconductors rather than indirect band-gap, as in the bulk form, which may allow for valley-dependent 
carrier spin polarization – a basis of valleytronic applications. Presumably, these exciting emergent 
phenomena occur because of strain, orbital reconstruction, and quantum confinement effects at the 
interface between constituent quantum materials.5, 6 However, direct experimental probes that can reveal 
information about microscopic behavior of the underlying degrees of freedom is still lacking. 
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Figure 35: Electronic structure of 
monolayer FeSe/STO with bare bands 
(solid lines) and shake-off bands 
(dashed lines), from ref. 21. Using 
RIXS, one could further reveal the 
behavior of spin and phonons in this 
system. 

Momentum-resolved RIXS can measure the elementary excitations of spin, charge, lattice and orbital 
degrees of freedom to characterize associated reconstruction in quantum materials heterostructures. For 
example, RIXS can directly map the phonon and magnetic excitations in FeSe/STO systems, providing 
critical new insight into the mechanism of the interfacial superconductivity. Note that the unprecedented 
high average photon flux in a narrow bandwidth available from LCLS-II (seeded operation at high 
repetition rate) provides the sensitivity needed to probe these monolayer systems. This capability 
similarly opens for study heterostructures with repetitive super-lattice layers. Importantly, element-
specific information can be obtained by tuning the incident photon energy to the absorption edges of the 
elements of interest (in specific bonding geometries), thereby providing crucial information to clarify the 
role of individual building blocks.  

An exciting opportunity is to manipulate quantum heterostructure via tailored near-equilibrium 
excitation.25, 26 Structural distortions, such as the tilting of octahedrons in a transition metal oxide 
heterostructure, often couple to specific optical phonon modes. Selective coherent excitation of these 
modes may be used to create transient structural distortions as a means of manipulating the electronic 
properties to reveal new emergent phenomena and metastable phases. The recent development of 
standing-wave soft and hard X-ray ARPES from such heterostructures provides detailed information on 
interface properties, including momentum resolution.27, 28 Powerful new tools, such as time-resolved 
RIXS and time-resolved hard X-ray ARPES at LCLS-II, will provide the first characterization of the time 
evolution of the underlying bosonic and fermionic excitations in quantum materials heterostructures 
driven out of equilibrium by tailored excitations.  

Transient fields and time-domain disentanglement of couplings 

A promising new approach to controlling quantum phases and emergent properties is to exploit coherent 
light-matter interactions. Especially important is the ability to drive a material directly on the low energy 
scales at which fundamental excitations are found, e.g. phonons, plasmons, magnons or other collective 
modes. While many conventional probes have studied the behavior of these excitations as quasi-static 
parameters have been tuned (e.g. as the materials is driven through a phase transition), their nonlinear 
response has not been studied in detail. It is possible to use ultrafast pulses spanning the visible-to-THz 
regimes to induce coherent collective excitations29-31 and/or to temporally alter the strongly intertwined 
degrees of freedom to create new states that are inaccessible in thermal equilibrium.7 These novel photo-
induced phenomena are ultimately related to the mechanisms of emergent phenomena in equilibrium. 
Traditionally, optical pulses are used for pump-probe experiments. The availability of intense ultrafast 
mid-IR/THz source now allows for tailored pumping and for spectroscopic probing. For example, 
experiments have demonstrated vibrationally-driven insulator-metal transitions,8 SDW transition,32 and 
even HTSC in cuprates.7 Most recently, signatures of photo-induced HTSC at 200K were reported on K-
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doped C60,33 indicating an entirely new route to achieve HTSC. Our understanding of these transient 
phenomena is still developing, but the evidence for coherent manipulation of emergent phenomena is 
tantalizing. 

 

Figure 36: Photo-induced 
superconductivity in a charge stripe-
ordered cuprate, Eu-doped 
La1.875Sr0.125CuO4, from ref. 7. Using time-
resolved RIXS, the time evolution of 
magnetic excitations, phonons, and the 
charge stripe order can be revealed 
simultaneously. 

To date, time-resolved mid-IR spectroscopy provides information about the charge channel (e.g. optical 
conductivity and interlayer Josephson plasma resonance), but microscopic information of the underlying 
degrees of freedom and their coupling is still lacking. Crucial pieces of information can be provided by 
time- and momentum-resolved RIXS at LCLS-II. For example, in the case of photo-induced HTSC in 
cuprates (Figure 36), time-resolved RIXS at Cu L-edges can measure the time-evolution of magnetic 
excitations and phonons in energy-momentum space, providing a more complete microscopic picture 
about this photo-induced HTSC. Furthermore, the time-evolution of charge stripe order, a co-existing 
state in superconducting cuprates, and its associated excitations can be simultaneously monitored. This 
will shed a new light on the hotly debated issue concerning the role of charge order in HTSC. This 
approach is applicable to many other outstanding problems in cuprates, such as the relation of recently 
discovered collective modes near the zone center and the role of magnetic fluctuations in the electron-
doped cuprates (Figure 33). 

High field studies of quantum magnetism 

The application of high magnetic fields is a crucial tool in studies of quantum magnetism and correlated 
electron systems. In high-temperature cuprate superconductors, the upper critical fields are typically 
greater than 60 Tesla. Hence, pulsed fields with X-rays would open the door to studying normal state 
excitations at low temperatures in the cleanest systems. In quantum magnets, applying magnetic fields 
allows for the exploration of competing ground states in the extended phase diagram. For example, one of 
the most interesting states of magnetism is the quantum spin liquid. In a quantum spin liquid the spins are 
strongly interacting and entangled yet still remain disordered at very low temperatures. This state plays a 
central role in many theories of high-TC superconductivity in the cuprates, and may find use as 
topologically protected qubits for quantum information processing. Currently, only a handful of candidate 
materials are known which may realize this state. A central challenge in this field is to completely 
characterize the exotic spin-excitation spectrum to identify the type of spin liquid state that is realized. 
Soft X-ray RIXS, with a few tens of meV resolution, is a powerful probe of this information, particularly 
suitable for the small crystals that are presently available. 
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A unique capability at LCLS II will be elastic and inelastic X-ray 
magnetic scattering studies of samples under applied (transient) large 
magnetic fields (greater than 60 T). As an example, the quantum 
spin liquid material herbertsmithite 34 (an S=1/2 kagome lattice 
antiferromagnet) has a ground state that is predicted to enter various 
magnetization-plateau configurations with increasing applied field.35 
Unfortunately, current field strengths available at neutron scattering 
facilities are too low to reach these exotic states. Resonant X-ray 
scattering in a pulsed field is a powerful new approach to explore 
this new physics. Interesting plateau states at one ninth or one third 
of the saturated moment require fields of more than 60 T in 
herbertsmithite. The ability to measure the spin arrangement and 
excitations in the plateau states will provide definitive evidence of 
novel behavior in these quantum magnets. Furthermore, many other 
quantum magnetic materials have ground states which do not exhibit 
long-range order. Hence, it is impossible to determine the 
Hamiltonian parameters via measurement of the spin-wave 
dispersion. 

 

For X-ray scattering experiments, the figure of merit is the number 
of photons available during the peak magnetic field. For a typical 
few msec-field pulse, there is a time window of less than 1 msec for 
the measurement, during which the LCLS-II X-ray free electron 
laser can deliver more than 1012 photons to the sample, a 10,000-
time gain compared with synchrotron sources applied to such 
experiments. Thus the combination of LCLS-II X-ray pulses with 
large saturating magnetic fields will allow for the determination of 
spin Hamiltonians in fully polarized states. This fundamental 
information cannot be directly obtained by other means. 

Experimental approaches & impact of LCLS-II 

With the advent of LCLS-II (seeded X-ray FEL with high repetition 
rate and tunable pulses near the Fourier-transform limit of energy 

 

Figure 37: A quantum spin liquid material: herbertsmithite 
ZnCu3(OD)6Cl2. (a) A high quality single crystal resulting from 
hydrothermal growth (b) Crystal structure with Cu2+ ions (large 
blue spheres) and Zn2+ ions (small brown spheres) displayed. 
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and time resolution), a new “golden age” of spectroscopy is dawning with unprecedented opportunities 
for studies of quantum materials at nano- to microscopic length scales and femtosecond time scales. 
These capabilities are critical for deciphering how charge, spin, orbital and lattice degrees of freedom 
interact to produce emergent phenomena and exotic states of matter. There can be little doubt that we are 
at the threshold of a transition from observing to controlling matter at a much deeper level than has ever 
been possible. Advanced spectroscopic techniques will play a pivotal role in detailed explorations of 
electronic, geometric, and excited state properties of ordered and defected crystals, surfaces, interfaces, 
and complex nano-scale assemblies of atoms and molecules, and in the way in which this physics evolves 
with temperature, pressure, magnetic/electric fields, and other external control parameters.  

Opportunities for Resonant Inelastic X-ray Scattering at LCLS-II 

Resonant inelastic X-ray scattering (RIXS) has emerged as a powerful tool to measure elementary 
excitations of charge, spin, lattice and the orbitals, which bear unique fingerprints of the underlying 
electronic states. RIXS, a photon-in/photon-out spectroscopy, records the energy and momentum-transfer 
of light, which can be used to extract the energy-momentum dispersion of elementary excitations.9 
Currently, the state-of-the-art RIXS instrument allows us to investigate excitations with an energy 
resolution of ~ 120 meV (resolving power E/E ~ 8,000), which has revealed a number of collective 
excitations in energy-momentum space, such as the dispersions of magnons,36 paramagnons,37 triplons,38 
two-spinons,39 phonons,40 and orbitons,39 to name a few (see also Figure 38). Soon, the “next-generation” 
RIXS instruments with a resolving power greater than 30,000 will become available to investigate 
collective excitations with energies comparable to the characteristic energy scales near the Fermi level 
(<50 meV) — e.g., the superconducting gap and pseudogap in high-Tc cuprate superconductors. 

 

A unique aspect of such a RIXS instrument enabled by LCLS-II is the capability of performing time-
resolved measurements with high energy resolution (e.g., 100 fs  18 meV) to study the dynamics of 
photo-induced non-equilibrium states. This is a major advance beyond the successful time-resolved 
resonant X-ray scattering program presently at LCLS. Upon photo excitation, as schematically shown in 

 
Figure 38: Collective excitations that can be characterized by RIXS – including excitations within d-
orbital manifolds (d-d) and charge-transfer excitations (CT). Higher resolution is essential to reveal 
excitations with energy scales comparable to that of superconducting gap and pseudogap  
(courtesy of Y. Zhu, BNL) 
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Figure 32, one can readily probe the temporal evolution of elementary excitations, including magnons and 
phonons. As an example of the scientific impact, this information is essential to understanding the 
recently discovered photo-induced high-temperature superconductivity.7 We further emphasize that 
element-specific, momentum-dependent information of these elementary excitations provided by RIXS is 
inaccessible by table-top time-resolved spectroscopy. Furthermore, sufficient energy resolution will 
reveal the collective modes arising from the symmetry-broken state induced by a tailored excitation pulse. 
The energy-momentum dispersion and the time scales of the collective modes are fingerprint signatures of 
the new photo-induced state. 

 

Figure 39 RIXS instrument at 
LCLS-II with energy and temporal 
resolution at the Fourier-transform 
limit (Et=1.8 eV•fs) will track 
the evolution of the elementary 
excitations in transient non-
equilibrium states. New collective 
modes associated with new 
symmetry-broken states new state 
may also be discovered. 

 

Another potential of an RIXS instrument at LCLS-II is the possibility of performing ultrahigh resolution 
RIXS measurements that are beyond the capabilities of synchrotron X-ray sources. This is simply because 
the high-repetition rate and the narrow bandwidth of a seeded X-ray FEL at LCLS-II can deliver orders of 
magnitude higher photo flux in a narrow bandwidth (e.g. 10 meV) than any synchrotron light source. 
Thus, an ultrahigh resolution RIXS instrument with a resolving power on the order of 100,000 is 
conceivable at LCLS-II, while the flux available at this resolving power from synchrotron light sources is 
marginal.  

Since RIXS requires tuning the photon energy of X-ray to meet element-specific absorption edges, 
instruments optimized at different X-ray spectra are required to cover a wide range of quantum materials. 
For example, soft X-ray RIXS (250 eV to 2000 eV) is ideal to study strongly correlated 3d transition 
metal oxides (via 3d TM L-edges and oxygen K-edge), 4f rare earth compounds (via metal M-edge and 
oxygen K-edge) and 5d transition metal compounds (oxygen K-edge). Hard X-ray RIXS (greater than 10 
keV) is ideally suited to study 5d transition metal compounds, such as iridium oxides (TM L-edge). 
“Tender” X-ray RIXS (2 to 5 KeV) is suitable for studying compounds containing 4d transition metal 
elements, which are much less explored due to challenges of building a high-resolution monochromator in 
this spectral range. 

To maximize the scientific impact, the specifications of a RIXS instrument at LCLS-II in the first year of 
operation (2019) need to be at least comparable to those of state-of-the-art RIXS instruments worldwide 
at that time. Our survey indicates that the specifications for next-generation machines are quite consistent: 
resolving power of more than 30,000 with an option of polarization analysis. Thus, the recommended 
resolving power of the soft X-ray RIXS instrument at LCLS-II should be at least 30,000.  

Note that it is important to allow full hemi-circle swing for the spectrometer in order to maximize the 
flexibility of experimental scattering geometry. As an example, the RIXS instrument at European XFEL 
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is designed to perform high-resolution RIXS, time-resolved RIXS, and stimulated RIXS (or two-wave 
mixing experiments alike). Therefore, the instrument is designed to cover both backscattering (for 
conventional and time-resolved RIXS experiments, 2 = 60° - 150°), and forward scattering geometries 
(for stimulated RIXS experiments, 2 = 0° - 20°). Thus, it is important to ensure that a RIXS instrument 
at LCLS-II has sufficient space for a full hemi-circle angular range. It is also essential to have control 
over the incident X-ray polarization. In addition, analysis of the polarization of the X-rays scattered from 
the sample is very informative; thus, it is important to ensure that the design of the spectrometer is 
compatible with polarimeters.  

Since collective mode dynamics are a unique aspect of RIXS at LCLS-II, it is important to have a variety 
of tailored excitation sources available for the pump-probe studies. These should include conventional 
ultrafast optical, mid-IR, and THz sources. The integration of these lasers needs to be considered even at 
the stage of conceptual design for the instruments. 

Opportunities for Photoemission-Based Methods at LCLS-II 

ARPES is a powerful tool for analyzing electronic structures with high energy and momentum resolution 
and has played a crucial role in the study of correlated materials, particularly high-Tc superconductors. 
The exceptional beam parameters of LCLS-II present unique opportunities to implement sophisticated 
photoemission spectroscopy (PES) based methods that will open new areas of research. Enabling 
capabilities for all these ideas are the ultrafast and ultra-bright X-ray pulses with a remarkably high 
repetition rate of less than 1 MHz, which is crucial to overcoming space charge limits in PES. Photon 
energies in the soft and hard X-ray regime have thus far been used rarely in PES, and LCLS-II will enable 
numerous cutting-edge PES experiments on important material families. While first-generation time-
resolved hard X-ray experiments have been demonstrated at very low repetition rates, it is noteworthy that 
none of the approaches below has ever fully realized for state-of-the-art material science studies with 
femtosecond time-resolution and spin-resolution, due to the lack of a suitable light source. The supreme 
time-resolution of LCLS-II coupled with high repetition rate and photon flux will permit a new classes of 
time-resolved PES experiments to be conducted: 

X-ray Angle-Resolved Photoemission Spectroscopy (X-ARPES) has been severely impeded by the 
drastic reduction of the PES cross-section at photon energies in the X-ray range. The ultra-bright beams 
of LCLS-II lift this limitation completely while providing direct access to the additional information of 
femtosecond electron dynamics in pump-probe experiments. These characteristics permit developing 
fundamentally new capabilities that compliment conventional ARPES experiments in the VUV spectral 
range. Complications due to the finite momentum of the X-ray photons and phonon effects have already 
been mastered.41-43 
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Figure 40: Three dimensional 
band mapping in VSe2 via soft X-
ray ARPES, from ref. 41. 

The large kinetic energy of the photoemitted electrons results in a longer mean free path which provides 
more bulk sensitivity and enables the study of buried interfaces and heterostructures.44 A prominent 
example is the superconducting two-dimensional electron gas in LAO/STO.45 

The increased mean free path of the photoelectrons leads to a well-defined electron momentum k 
perpendicular to the surface and a superior k|| resolution compared to VUV-based ARPES. Moreover, at 
energies of several 100eV, the final states become free-electron-like, which allows accurate mapping of 
3D band structures. This approach is beneficial for all 3D materials, and in particular unconventional 
“bulk” superconductors. 

PES matrix element effects often complicate the analysis of conventional ARPES data. For X-ARPES, 
the matrix elements are essentially those of free atoms. This not only simplifies the data analysis 
significantly but also enables ARPES experiments that exploit the chemical selectivity of the X-rays — 
e.g., when studying impurity-related band structures. 

Spin-Resolved ARPES (S-ARPES) profits from all of the above capabilities, in particular because the 
reduced efficiency of S-ARPES detectors requires high photon flux. Moreover, the pulsed timing 
structure of the LCLS-II will enable the use of novel spin-resolving spectrometers utilizing time-of-flight 
techniques for energy analysis. S-ARPES will grant full access to the spin- and electronic structure of 
novel materials and interfaces such as LAO/STO, where the spin degree of freedom is known to interact 
with charge, lattice, and orbital degrees of freedom.46 Other fascinating materials to be studied include 
superconductors with unconventional pairing symmetries (e.g., p-wave pairing in SrRuO4), manganites 
characterized by strongly correlated magnetic phases,47 and a range of magnetic materials as discussed in 
Section 2.3.2. 

Standing-wave ARPES (SW-ARPES) takes advantage of the shorter X-ray wavelengths that permit 
Bragg reflection from periodic heterostructures or single-crystal/epitaxial samples to generate standing 
waves that can be scanned through the sample layers. SW-ARPES at LCLS-II provides unique 
information on interface composition and properties, and on interface-specific electron dynamics, 
including momentum resolution.27, 28 

Nano-ARPES (N-ARPES) is another PES-based method requiring high photon flux due the difficulty of 
X-ray focusing to nanometer-length scales. Many correlated materials such as cuprates have been known 
to exhibit fluctuations of fundamental material properties on nanometer length and ps time scales (see 
Section 2.4).13, 48, 49 Yet to date, remarkably few experiments have tackled this crucial problem due to the 
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lack of suitable light sources and efficient detection schemes that provide nanometer spatial and 
femtosecond time resolution. The development of a new class of time-of-flight 3D imaging analyzer50, 51 
facilitates N-ARPES with less than10 nm spatial resolution and less than 10 meV energy resolution while 
achieving a remarkable efficiency with a throughput more than 1,000 times more than that of N-ARPES 
with conventional dispersive electron analyzers. Note that this approach does not rely on nanometer 
focusing of the X-rays, but rather nanometer-resolution imaging of the photoelectrons. The combination 
of a super-bright, high repetition rate, ultrafast X-ray light source with highly efficient detection schemes 
will enable fundamentally new N-ARPES experiments at LCLS-II, which have the potential to transform 
our understanding of correlated materials in general. 

 

Figure 41: (a) Fluctuating order parameter in high Tc Superconductor Bi2212 
(~15×15 nm), from ref. 13. (b, upper) Time-of- flight 3D imaging analyzer can 
image ARPES spectra with a spatial resolution better than 10 nm with high 
efficiency. (lower) It is possible to equip several time-of-flight analyzers in one 
chamber to increase data acquisition efficiency and perform time-resolved, nano-, 
and spin-resolved ARPES simultaneously. 

Pulsed magnet at LCLS-II  

Recent X-ray and neutron scattering experiments in high magnet fields have received a lot of attention for 
their relevance in understanding quantum materials. A state of the art DC magnet designed for scattering 
can reach field strengths up to ~20 T. Moreover, it is recognized that pulsed magnets are an economic yet 
highly-effective approach for reaching field strengths beyond 50 T. For a typical pulsed field of a few 
msec duration, the time window for X-ray scattering measurements is less than 1 msec, during which the 
LCLS X-ray free electron laser can deliver more than 1012 photons to the sample, a 10,000-time gain 
compared with synchrotron sources applied to such experiments. This makes it feasible for the first time 
to detect weaker order parameters in correlated materials, such as the charge density wave (CDW) 
phenomena in high Tc superconductors.  

(a)
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Figure 42: Applied magnetic field as a 
function of time. The black spikes are 
the gated 30 s detection window used 
in beam line 6ID-B of APS. The green 
spike is an illustration of an X-ray FEL 
pulse with1012 photons on the sample 
at the maximal magnetic field. 
Alternatively, at 1 MHz repetition rate, 
LCLS-II provides ~1013 photons within 
a 100 s detection window. 

 

This is further elaborated in Figure 42. According to the current pulsed magnet technology, the magnetic 
field pulse lasts for approximately 1.5 msec within which the magnetic field strength varies as a function 
of time. The conventional approach at a synchrotron facility is to gate the detector with a detection 
window of 30 microseconds (black spikes in Figure 42). Unfortunately, however, data collection window 
occurs at different magnetic field strengths. Furthermore, each detection window effectively allows only 
~108 photons on the sample, which is insufficient to detect any weak features. In general, a forbidden 
reflection in quantum materials, such as charge and spin orders in 3d transition metal oxides, is often 
approximately seven orders of magnitude weaker than their structural Bragg reflection. For these reasons, 
the synchrotron X-ray sources are not well matched for science requiring pulsed magnetic fields. 

Combining X-ray FEL capabilities with a pulsed magnet can be game-changing. With proper 
synchronization between the FEL and the pulsed magnet, many photons (~ 1012 photons) can be deposited 
on the sample within the FEL pulse duration (~ 100 fs), or ~1013 photons within a 100 s burst, at the 
maximum magnetic field (green line in Figure 42). For the first time it will be possible to discern weak 
features in scattering experiments and to fully characterize samples via X-ray spectroscopy. 

While such experiments are already feasible at LCLS-I, the potential increase of the highest available 
photon energy to 25 keV significantly expands the momentum transfer range accessible through the 
limited opening of the magnet. This is a dramatic increase in measurement flexibility on one hand, and on 
the other it allows the design of split-pair coils to reach even higher fields. In addition, the high repetition 
rate of LCLS-II will make it possible to decrease the peak power (and thereby avoid disruption of the 
electronic structure of the sample, see Appendix 1) while still having sufficient integrated flux within the 
pulsed magnetic field.  
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2.3.2 Understanding and controlling nonequilibrium spin states at fundamental length and 
time scales 

 

Synopsis 

Science and our understanding of nature are founded on the principles of conservation of energy and 
momentum, both linear and angular. Their impact on our understanding of matter in states very far from 
equilibrium is particularly important considering that a theoretical description of such states is still in its 
infancy, but it is now within experimental reach through ultrafast and intense laser excitation processes (see 
Figure 43). While energy and linear momentum conservation are often employed to help understand ultrafast 
phenomena ranging from catalysis to photosynthesis, it is the conservation of angular momentum which is most 
important for understanding ultrafast magnetism, which is relevant to information technology. Femtosecond X-
ray pulses, specifically circularly polarized ones, provide the ideal tools to observe the ultrafast and nanoscale 
flow of angular momentum between electrons, spins and lattice atoms. LCLS II will enable groundbreaking 
experiments that will influence the way we think about non-equilibrium states in magnetic solids and help us 

design new ways to store and process information. 

Introduction 

Magnetism in novel nanoscale materials is a key ingredient in modern information technology. Moore's 
Law predicting an exponential increase in data storage density and processing speed requires that the bits 
in magnetic hard drives and power-efficient transistors in our mobile phones and computers approach 
dimensions of only tens of nanometers. In order to continue along the path of Moore's Law and achieve 
the needed gains in density and speed of data storage and processing, it is necessary to overcome 
fundamental scientific and technological limits. As current information densities on hard disk drives are 
already heading towards the Tbit/in2 threshold we need to find out if we can store and process Tbit 
densities at THz speeds.  

Exploring the speed and size limit for manipulation of electrons and spins is not only technologically 
relevant, but it also constitutes a grand challenge for modern science. We need to understand the behavior 
of novel nanoscale magnetic materials — far from equilibrium — and find out how to control the 
magnetic interactions via energy and angular momentum flow between electronic, spin and lattice degrees 
of freedom. LCLS II will enable unique insights that could lead to all-optical control of emerging novel 
transient magnetic states with altered exchange interaction (Section 2.3.2.1). The utilization of the spin-
orbit interaction is of central importance for charge-spin current conversion in novel spintronics 
applications and LCLS II will provide novel high-precision spectroscopic tools to understand and control 
the underlying elementary spin scattering processes (Section 2.3.2.2). Section 2.3.2.3 explores how 
ultrafast snapshot imaging can capture the inherent stochastic motion of topological spin textures driven 
by spin currents. Finally, Section 2.3.2.4 describes the fascinating opportunities for capturing the complex 
interplay of spin and electronic order parameters in multiferroic heterostructures. 
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Figure 43. Left: illustration of the laser-heating-induced flow of energy from electrons to spins and ultimately to the 
lattice. This is accompanied by angular momentum exchange between different magnetic sub-systems (from ref. 1). 
Right: schematic view of how spin-lattice coupling could conserve angular momentum. LCLS II will allow the first 
direct corroboration of this process. 

2.3.2.1 Emergence of magnetic order at ultimate length and timescales 

The unexpected observation of all-optical magnetic switching (AOS) has opened the way for a radically 
new approach to manipulating the magnetization of a sample using ultrafast and non-thermal effects of 
circularly polarized femtosecond laser pulses as the external stimulus. Discovered originally in transition 
metal–rare earth alloys2 exhibiting a peculiar lattice structure, all-optical switching was recently 
confirmed in artificial heterostructures3 and even ferromagnets,4 which indicates that AOS is a rather 
ubiquitous phenomenon. However, a comprehensive microscopic understanding of the switching process, 
which could guide further exploitation of AOS, is still in its infancy. Using femtosecond x-ray pulses, 
which enable the detection of magnetization dynamics with element specificity, revealed the emergence 
of a transient, non-equilibrium ferromagnetic state promoting the magnetic switching of intermittently 
antiparallel oriented spins.5 Such an all-optical switching scheme can be used to write nanoscale, 
topologically protected magnetic structures 6 that can be viewed as magnetic bits in future data storage 
devices (see Figure 44) operating at much higher speed and much reduced energy consumption. To fully 
harness this potential, several key questions for fundamental science need to be answered, as they will 
have significant impact on a technological exploitation of AOS. 

What is the origin and proper theoretical description of the highly non-equilibrium state following optical 
excitation? 

This state is commonly described by phenomenologically assigning an electron temperature that is out of 
equilibrium with the lattice. It is currently debated, however, to what degree spin angular momentum can 
be transferred to the lattice (see Figure 43). Another theoretical approach to explain this non-equilibrium 
state involves the so-called superdiffusive spin currents that can transport spin angular momentum across 
nanometer distances.7, 8  

How is angular momentum conserved on the femtosecond timescale? 

In 1915 Einstein and de Haas experimentally demonstrated the equivalence of spin and lattice angular 
momentum and their conversion into each other 9. However, the ultrafast analog of the Einstein-de Haas 
effect has eluded experimental corroboration so far (see Figure 43). This is at the heart of an ongoing 
debate about the mechanism of angular momentum conservation during the far-from-equilibrium 
excitation of a ferromagnet by a femtosecond optical laser pulse, even after almost two decades of 
research.10 
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Ultimately, the quenched spin angular momentum, as observed with femtosecond laser or soft X-ray 
pulses,10, 11 has to be transferred to the lattice. However, the current inability to directly observe lattice 
angular momentum has fueled an ongoing debate about the underlying mechanism and even the mere 
existence of an ultrafast spin-lattice angular momentum transfer. Ultimately, it points to an inherent 
inadequacy of current theoretical models of magnetic order.12 

The high-repetition rate will make LCLS II very sensitive to scattering from non-equilibrium phonons.13 
In magnetic solids first theoretical predictions point to a circular polarization of phonon modes via 
interaction with the magnetic valence shell.14 Being able to observe a phonon polarization buildup on 
ultrafast timescales will have significant impact on our understanding of non-equilibrium magnetism. 

What are the channels for ultrafast angular momentum transfer between magnetic sub-lattices? 

All-optical switching in transition-metal/rare-earth alloys requires an intermittent antiferromagnetic 
alignment of the elemental magnetic constituents. This may also be important for magnetic 
heterostructures,3 although it has not been observed yet. Understanding the ultrafast spin transfer 
processes and the possible changes in the magnetic exchange coupling with the sample far from 
equilibrium will enable us to predict the use of more commonly accessible magnetic materials for future 
applications. 

How do topological magnetic structures (e.g. skyrmions) form? 

Although topologically protected magnetic structures have been successfully generated via nano-focused 
femtosecond optical laser pulses,6 their formation process and control of their topological nature remain 
controversial. Magnetic data storage applications demand not only skyrmion structures operating at 
ambient conditions but also shrinking of the skyrmion size (see Figure 44) by at least an order of 
magnitude compared to what can be done today.  

 

Figure 44:  Exploring the future of magnetic data 
storage. Topologically protected magnetic structures 
(skyrmions) have recently been written into CoFeTb 
alloy films, as shown by the scanning optical near 
field image reproduced from ref. 6. Their formation 
process following excitation with nano-focused 
optical femtosecond laser pulses remain so far 
accessible only to simulations reproduced in the 
individual frames. A real time femtosecond X-ray 
movie will become feasible using magnetic X-ray 
holography with polarized soft X-rays from 
LCLS-II.  
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2.3.2.2 Spintronics at THz frequencies 

Most practical implementations of actual spintronic devices are metal-based and the spin current used to 
store and process information is also accompanied by dissipative charge transport. Despite their 
technological relevance, the direct imaging of either spin currents or accumulations in these structures has 
only recently been achieved15. Additionally, the concept of pure spin currents, which are not accompanied 
by a net charge current, has recently received increased attention.16 From a fundamental point of view 
these pure spin currents provide direct insight into spin-dependent physics and are completely undisturbed 
by charge transport17, 18. For technological applications, they offer significant potential advantages, such 
as reduced power dissipation, absence of Oersted stray fields, and decoupling of spin and charge noise.  

Pure spin currents can be generated through non-local electrical injection, optical injection, spin pumping 
from a precessing ferromagnet, and via the spin Hall effect (SHE).19 For example, little is understood 
about the origins of the SHE in transition metals, such as Pt and Ta. Such effects show great promise for 
next-generation, non-volatile memory technologies that are currently of great interest throughout the 
semiconductor industry 20. While the SHE at low frequencies (<1 MHz) has been studied extensively, it is 
only recently that measurements have been made at microwave frequencies.21 These data already indicate 
that the usual phenomenological description for SHE does not fully encompass the rich physics of the 
SHE, nor other related spin-orbit coupling effects (e.g., the Dzyaloshinskii-Moriya effect, interfacial spin-
orbit torques, the Rashba-effect). 

Detailed insight could be obtained if we could study the influence of spin-orbit coupling on spin transport 
at the time-scale of the elastic scattering process that results in the dc phenomenology (i.e. tens of 
femtoseconds). One method by which this could be done is to use ultrafast generation of ballistic spin 
currents via optically driven demagnetization of a ferromagnetic film7, 22 resulting in large spin currents 
equivalent to a current density of 1010 A cm-2 if using a 100 percent spin-polarized charge current. If such 
a spin current remains ballistic upon propagation from Ni into an adjacent Pt layer, we expect that the 
SHE should generate a ballistic charge current (see Figure 45). Indeed, it is claimed that this mechanism 
is the origin of THz emission in Fe/Au and Fe/Ru bilayers pumped with femtosecond optical pulses.23 
The high repetition rates at LCLS II provides the ability to directly probe the momentum and spin states 
of the excited electrons at the buried ferromagnet/Pt interfaces via spin-polarized ARPES. High kinetic 
electron energy will make this technique sensitive to buried interfaces (Figure 45). To arrive at a 
fundamental understanding and potential technological exploitation, the following urgent questions need 
to be answered:  

What is the relevant time-scale for the injected ballistic current decay in Pt?  

Is the decay process long enough to permit the observation of coherent spin-orbit coupled states in Pt that 
should result in an oscillatory response at the frequency of the coupling?  

Is the resultant charge current spin-polarized, or is it purely a depolarized charge current? 

Figure 45: Probing the spin-Hall effect in real-
time. Superdiffusive spin current generated by 
laser excitation in a ferromagnet (e.g., Ni) 
injects spins into a Pt layer, where both 
momentum- and spatial-resolved 
spectroscopies can detect the electronic motion 
in the presence of strong spin-orbit coupling. 
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In addition, X-ray imaging with element-specific magnetic contrast through X-ray circular dichroism is a 
very promising approach. The achievable spatial resolution is comparable or better than even the shortest 
spin diffusion lengths encountered in most metals. High-precision X-ray investigations of spin 
accumulations in metals15 will become possible at LCLS II. They will result in a significantly more 
detailed understanding of spin-dependent scattering and accumulation effects. This is important since the 
impact of spin currents goes far beyond the spintronics paradigm. Spin currents can be observed in 
insulators24 and can be coupled to heat transport25, thereby offering a wide variety of novel opportunities 
for energy conversion at the nanoscale.  

2.3.2.3 Spin textures and topologically-protected order  

Finite size effects, which are dominant on nanometer length scales, play an important role in 
magnetization processes. For example, the magnetization reversal in a ferromagnetic nanowire is much 
more complex than predicted from analytical theory.26 Point singularities, such as Bloch points (see 
Figure 46), which are topological defects in the vector field of magnetization causing the exchange energy 
to diverge, have to be taken into account. So far, these models are exclusively supported by micro-
magnetic simulations, but not yet verified experimentally.  

It is particularly important to understand the interaction of such spin textures with a driving spin current. 
In STT-MRAM devices to operate efficiently, it is necessary to understand switching rates, which also 
determines the error-rate in real devices. It has been found that the actual energy barrier for switching 
seems to be lower than theoretically predicted, indicative of a lack in microscopic understanding of the 
switching process. Current models suggest that in small circular magnetic elements with perpendicular 
anisotropy, the switching nucleates through a Suhl-like instability leading to edge domains.27 These 
processes are highly stochastic and therefore the high repetition rate of LCLS-II will enable to accumulate 
a statistically significant amount of data to elucidate the degree of deterministic behavior.  

X-ray imaging experiments at LCLS-II providing nanometer spatial and femtosecond time resolution will 
be able to answer the following questions:  

How does the divergence of exchange energy impact the local spin texture on a fast time scale. 

Are nanoscale magnetic processes deterministic? 

Can one control the degree of stochastic behavior specifically in view of energy efficient future devices? 

 

Figure 46: Simulated vortex domain-wall 
propagation in a ferromagnetic cylinder 
showing the spin configuration around the 
Bloch point in its core. Reproduced from 
ref. 28. 
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2.3.2.4 Disentangling/controlling coupled degrees of freedom in multiferroic materials 

Multiferroics, materials or heterostructures in which anti- and ferromagnetic, ferroelectric and ferroelastic 
order parameters coexist promise novel functionalities and the possibility of manipulating the magnetic 
order by an electric field through switching of the electric polarization.29 This is appealing for 
applications as it enables information to be efficiently written into magnetic bits without the need for 
dissipative currents. The search for multiferroic materials and suitable control mechanism has since 
become a very active research field30 in which the direct imaging of ferroelectric and magnetic order 
parameters play important roles.31 

 

Figure 47. Illustration of the importance of 
interfacial coupling between ferroelectric 
(BFO) and ferromagnetic (LCMO) order. 
Reproduced from ref. 32. X-rays form 
LCLS II will enable the disentangling of 
the coupled order parameters via element 
specific determination of interface spin 
order as well as stress propagation through 
the layers. 

Time-domain measurements are promising new tools to disentangle the strongly coupled spin, charge, 
orbital and lattice degrees of freedom whose delicate interplay results in nanoscale spatial inhomogeneity 
and a complex response to dynamic stimuli in these materials.33, 34 The ability to probe the time-resolved 
evolution and coupling of the spin and electric polarization on fundamental time and length scales is 
essential to understanding and controlling the functionality of these materials (see Figure 47). Time-
resolved X-ray magnetic dichroism spectroscopies, diffraction and imaging hold a great promise in this 
regard, especially when combined with tailored excitation for THz to optical frequencies as those being 
pioneered at LCLS.35 LCLS II offers the unique prospect of moving the investigation of complex 
heterostructures towards nanoscale imaging in real space.  

Experimental approaches and the impact of LCLS-II 

Spin-resolved photoemission and X-ray magnetic circular dichroism spectroscopy 

LCLS II will provide unbiased spectroscopic access to the transient states that emerge when the system is 
driven far from equilibrium and ultimately control the switching process. Figure 48 illustrates the 
complementarity of angle resolved photoemission spectroscopy (ARPES) and X-ray absorption 
spectroscopy (XAS). Time-resolved ARPES at soft and tender X-ray energies, exploits the greater 
electron escape depth to access buried interfaces, and standing-wave techniques further enhance depth 
resolution.36, 37 Spin-resolved detection of transient spin populations will be enabled for the first time. The 
MHz repetition rate of LCLS II will be essential to avoid space charge limitations inherent in ARPES 
with short pulse sources (see also section 2.3.1). Spin detection will also allow an unprecedented 
momentum-resolved view of transient spin populations and spin currents (see Figure 45).  
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Figure 48. Angle-resolved photoemission spectroscopy (ARPES) and X-ray absorption spectroscopy (XAS) are 
known to provide unbiased access to equilibrium electronic structure below and above the Fermi level, respectively. 
Following femtosecond laser excitation, the transient non-equilibrium population of electrons above the Fermi level 
is accessible to time-resolved ARPES (left panel)38, whereas XAS monitors the appearance of holes below Fermi 
(arrow A in the right panel). LCLS II will enable high-precision measurements of transient electronic states using 
both spectroscopies in the time domain. 

XAS and the use of polarized X-rays, X-ray magnetic linear and circular dichroism (XMLD and XMCD) 
are directly connected to the evolving orbital and spin magnetic moments in anti- and ferromagnets, 
respectively. The high-stability and high repetition rate of LCLS II will allow us to measure XAS, XMCD 
and XMLD with unprecedented sensitivity (dynamic range of 10-4 and lower15), bringing the detection of 
subtle transient spin states and spin transport effects described in Sections 2.2.2 within reach. This 
capability will enable us to probe the third transition metal L-edges and rare earth M-edges in the soft X-
ray regions as well as relevant 4d (Pd) and 5d (Pt) edges in the tender X-ray region. 

X-ray imaging of transient spin order 

Seeded, polarized, femtosecond soft X-ray pulses at high-repetition-rate from LCLS-II will be 
instrumental to access to the nanometer length scale – via resonant scattering8 for repetitive processes, or 
via single-shot imaging for non-periodic processes.39 We note that the science described above requires 
extracting the imaginary part of the X-ray optical constants across the relevant absorption edges from 
coherent scattering measurements. This can then be used to reconstruct quantities such as XAS, XMCD 
and XMLD with nanometer spatial resolution. This has not been possible so far at LCLS, and further 
technique development will be required to turn this into a standard tool for LCLS II. The use of X-ray 
holography methods,40 in which both phase and amplitude information is encoded by a reference wave, 
seems best suited to achieve this goal. However, other imaging techniques such as phase retrieval and full 
field imaging using Fresnel zone plates41 also need to be explored. An advantage of zone-plate full-field 
microscopy is that it directly produces real-space images with a larger field of view than X-ray 
holography. The challenge with X-ray holography is to develop appropriate X-ray masks that allow a high 
throughput of samples, whereas the zone-plate microscopes require new illumination schemes to slightly 
reduce the coherence to avoid speckle patterns in the image. With regard to spatial resolution, X-ray 
holography relies on further reduction of the reference hole on the mask and zone-plate full-field 
microscopes rely on a further development of their imaging optical elements.   

The high repetition rate of LCLS-II will also enable the accumulation of statistically significant datasets 
to address the scientifically and technologically relevant problem of deterministic behavior on the 
nanoscale. While 50-to-100 nm spatial resolution has been achieved at LCLS, the dramatically increased 
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flux at LCLS II through the use of optimized helical undulators will allow single-shot snapshots of 
magnetic skyrmion formation on the 10 nm-length scale. The pulse duration can be adjusted to avoid 
electronic damage during the X-ray pulses.39 In addition, the imaging of deterministic processes will 
benefit directly from the accumulative data acquisition with the high LCLS II repetition rate, and a spatial 
resolution down to the few nanometer level is envisioned.  

Towards coherent diffraction imaging of interface order 

Heterostructures, as described in Section 2.3.2.4 and the emergent phenomena at interfaces described in 
Section 2.3.1, require spectroscopic access to interfaces and depth-resolved electronic and magnetic 
structure. Resonant X-ray reflectivity and coherent diffractive imaging seem the techniques of choice 
here. In general, the interfaces are thin, chemically heterogeneous, and have a complex electron density 
profile, which makes them harder to study. The ultrafast dynamics will be measured as a function of 
wavevector change. By selecting wavevectors that are characteristic of the interfacial length scale, it will 
be possible to identify spectral signatures unique to the interface. To image transport across interfaces we 
need single-shot imaging at 5 to 10 kHz repetition rate. While some of the existing experimental 
techniques could be adapted, new techniques need to be developed. Particularly, holography in reflection 
geometry could be an important tool to image interfaces at the ultrafast time scales.  
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2.4 Nanoscale Heterogeneity, Fluctuations and Dynamics of Functional 
Materials 

 

Synopsis 

Dynamic heterogeneity at the nanoscale is ubiquitous in functional materials and processes, ranging 
from protein librations that are essential to biological function, to super-paramagnetic fluctuations that 
limit the density of information that can be stored on a hard drive. An important characteristic of such 
processes is that they connect thermally-driven ultrafast events on the nanoscale with kinetic phenomena 
and properties on the macro scale. This connection has been intensely studied for many decades and in 
many different contexts, since it governs the emergence of complex material properties from simple 
microscopic interactions. 

LCLS-II will revolutionize our ability to probe dynamic nanoscale electronic-, chemical-, and structural-
heterogeneity by providing access to very broad ranges of time and length scales, in combination with 
incisive resonant X-ray contrast mechanisms. The high average coherent power from LCLS-II will enable 
acquisition of correlation spectroscopy scattering snapshots that will characterize heterogeneity and 
fluctuations over longer time scales such as chemical kinetics, diffusion, reactive flow in porous media, 
and material systems where fast events cross over to domain wall or microphase boundary motion. 

LCLS-II coherent X-ray laser pulses and programmable time structure will enable two-pulse “probe-
probe” correlation spectroscopy/scattering measurements of spontaneous processes on ultrafast time 
scales. For example, thermally-driven fluctuations of electronic structure, polaron motion, and 
topological spin states in transition metal oxides will be characterized on relevant nanometer length 
scales and fundamental time scales for the first time. These approaches will be further applicable to 
emergent heterogeneity and fluctuations associated with non-equilibrium processes and matter in 
transient extreme environments. Spontaneous nucleation processes occurring on picosecond and sub-
picosecond time-scales in extreme states of matter often determine the evolution of new phases. 

Complementing the X-ray ‘probe-probe’ capabilities, coherent THz excitation provides a means to 
impulsively trigger thermal events by localization of energy in specific vibrational modes. In the near-
equilibrium regime, these excitations relate directly to spontaneous thermal excitations. Excitation far 
from equilibrium can induce phase transitions and the formation of metastable phases that are not 
thermally accessible. Ultrafast hard X-ray scattering probes will be indispensable for characterizing 
these driven phase transitions. In summary, ultrafast X-ray tools provided by LCLS-II will provide a 
qualitative advance in our understanding of dynamic heterogeneity across a broad range of functional 
nanomaterials. 

2.4.1 Spontaneous Fluctuations and Nanoscale Heterogeneity 

Introduction 

A variety of nanostructured systems exhibit dynamical heterogeneity driven either thermally or by 
adiabatic variation of external fields, including molecular switches,1, 2 polymer melts,3 colloidal 
suspensions,4 magnetic domains (as discussed in Section 2.3.1),5-14 single-center fluorophores,15, 16 
biopolymers,17-20 and charge and orbital domains in complex oxides (as discussed in Section 2.3.2).21-24 
An important challenge in studying such systems is the need to probe a very broad range of temporal and 
spatial scales (1/kT~100 fs). In complex materials, spontaneous fluctuations of electron and spin ordering 
will start to dominate at nanometer length scales, and may provide an inherent lower size limit for 
devices. Relevant modes in protein folding and function, for example, span from molecular-scale 
vibrations at THz frequencies to macromolecular-scale librations on the scale of 1 Hz. 
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Coupled to the question of dynamics is the issue of heterogeneity, in both space and time. Correlations 
between dynamics and heterogeneity can profoundly affect the properties of functional materials.25 For 
example, in magnetic recording technologies it is well known that as the bit size is decreased, fluctuations 
begin to dominate and will ultimately limit the stability of the system.26 Dynamic heterogeneity is often 
associated with fast or ultrafast intermittent nanoscale events that spawn statistically self-similar spatial 
and/or temporal structures. Power law dependencies and the absence of characteristic length and time 
scales are of central importance in understanding the emerging macroscopic properties, though this 
connection is rarely understood in detail. 

 

Figure 49. Time and length scales of 
spontaneous dynamics associate with 
various materials and chemical processes. 
X-ray photon correlation spectroscopy 
operates in a key area not accessible by 
other techniques. LCLS-II will open up 
new frontiers in correlation spectroscopy 
by characterizing materials over a broad 
range of length and time scales. Note that 
time resolution scales as the square of the 
average brightness, and LCLS-II will be 
~1,000 brighter than any soft X-ray 
storage ring. 

 

X-ray photon correlation spectroscopy (XPCS) is one powerful approach for characterizing spontaneous 
fluctuations and nanoscale heterogeneity is X-ray photon correlation spectroscopy (XPCS). This X-ray 
analogue of dynamic light scattering measures the dynamics structure factor S(q,t) – the two-point 
correlation function that describes density correlations and their evolution – with element/chemical 
specificity and sub-nm resolution provided by X-rays. The details of this approach and the anticipated 
impact of LCLS-II are discussed in further detail at the end of Section 2.4.1 (Experimental approaches 
and the impact of LCLS-II). 

Spontaneous Fluctuations and Heterogeneity in Electronic Structure: 
Driven Functionality in Complex Oxides:  

Hallmarks of strongly correlated systems are competing spin, charge, orbital and lattice degrees of 
freedom, which result in spontaneous emergence of nanoscale inhomogeneities in the electronic 
structure.27-32 Examples include smectic (stripe) phases and phase coexistence observed in spin- and 
charge-density wave materials, underdoped high-Tc superconductors and colossal magnetoresistive 
(CMR) transition-metal oxides, emergence of metallic domains during Metal-Insulator transition etc. (see 
Figure 50). 
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Figure 50: Examples of nanoscale inhomogeneities in a 
variety of strongly correlated systems: (A) Scanning 
Tunneling Spectroscopy of the inhomogeneous 
distribution of superconducting energy-gap and stripe 
(or checkerboard) patterns in underdoped high-Tc 
superconductors;27, 33, 34 (B) Phase separation in colossal 
magnetoresistive (CMR) manganites;28, 34, 35 (C) 
Charge-Density Wave32 and Spin-Density Wave 
(inset)36 domains in Chromium; (D) Coexistence of 
Conducting and Insulating domains in VO2 at the onset 
of the Metal-Insulator Transition.37 

The inhomogeneous domains in correlated oxides, such as Mott insulators, CMR manganites, 
superconductors and other materials typically occur as a result of strong correlations and competition 
between different electronic (ordered) phases. However, it is not yet clear to what extent nanoscale phase 
separation and fluctuating order parameters are determined primarily by intrinsic electronic effects, or if 
crystalline imperfections such as lattice strain, defects, or inhomogeneous distribution of dopants 
influence the formation of textured patterns. XPCS studies of fluctuations in correlated electron systems 
performed at LCLS-II would provide us with invaluable insight into how electronic correlations emerge 
and what role the disorder plays in their formation.  

The ways in which spin-order, charge-order, orbital-order and lattice-order parameters can be accessed 
with X-ray diffraction are shown schematically in Figure 51. Panel (A) shows an example of real-space 
and reciprocal (momentum) space manifestations of the incommensurate antiferromagnetic spin density 
and charge density waves in elemental chromium.36 By varying the X-ray scattering geometry (and 
polarization) one can tune to various charge density or spin density wave satellite scattering peaks, as well 
as the Bragg peaks originating from the crystalline lattice, allowing for independent access to relevant 
lattice, charge and spin order parameters. Panel (B) shows a similar example of charge, magnetic, orbital 
and lattice ordering in a mixed valence magnetoresistive manganite, in this case Prx(CaySr1-y)1-xMnO3 
(PCSMO).38 

Additional examples of fluctuating order parameters that will be studied with XPCS enabled by LCLS-II 
include fluctuations of charge-ordered stripes in high-Tc superconductors and strongly correlated oxides, 
fluctuations of orbital domains, antiferromagnetic and spin-density wave domain walls, skyrmion 
dynamics, ferromagnetic, ferroelectric domain wall dynamics, etc. An important example of a long-
standing question in this area is the role of fluctuating stripes (comprised of charge, spin and/or orbital 
order) and electronic heterogeneity in determining the properties of unconventional superconductors. 
Fluctuating order appears to dominate in the pseudogap regime of cuprate superconductors. This non-
superconducting regime exhibits many properties that mirror those of the superconducting phase, and may 
provide a route toward higher TC. However, the physics of this regime and its relation to the adjacent 
superconducting phase remain poorly understood. 
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Figure 51: Representation of Charge-, Spin- and Orbital- order parameters as satellites in reciprocal space: (A) 
Charge Density Wave and Spin Density Wave in Chromium. Adopted from ref. 32; (B) Ferromagnetic (FM), 
Antiferromagnetic (AFM), Charge-Ordered (CO) and Orbital-Ordered (OO) phases in the nearly half-doped 
perovskite manganites in the pseudo-cubic phase.38 

It should be noted that many of the competing order parameters in correlated electronic materials, such as 
spin, orbital and charge ordering, are best studied using resonant X-ray scattering techniques. Of 
particular importance are the soft X-ray (L-edges) of transition metals (500eV-800eV), M-edges of rare 
earth elements (1 keV-1.5 keV) and M edges of the actinides (2 keV-5 keV). In this regime, LCLS-II will 
have unique capabilities for providing ultrafast X-rays with high average brightness. 

An Example: Fluctuation-mediated topological spin texture:  

Topologically protected novel phases in condensed matter systems are currently a research topic of 
tremendous interest due both to the unique physics and to their potential in device applications. 
Skyrmions are a topological phase of spins that originates from thermal fluctuations and are manifest in 
magnetic materials as a hexagonal lattice of spin vortices. The concept of skyrmions originates with the 
work of T. Skyrme who proposed a topologically stable (soliton) solution to wave-like excitations in a 
continuum field (in the context of interacting pions). In magnetic materials, the skyrmion spin vortices are 
particle-like excitations existing in a background field of ferromagnetic order, and have recently been 
identified by neutron scattering and Lorentz transmission electron microscopy in chiral magnetic systems. 

Various mechanisms contribute simultaneously to the emergence of skyrmions in magnetic systems, 
including: long-ranged magnetic dipolar interactions, Dzyaloshinskii–Moriya (DM) interaction, frustrated 
exchange interaction, and thermal fluctuations. The emergent skyrmion magnetic field is robust to 
perturbations that do not alter the topology of the spin texture. The topological nature protects the 
skyrmion against defects, and they can be made to move with 100,000 times lower current density (e.g. 
compared to domain walls) without destroying the spin texture. These transport properties and robust 
character make magnetic skyrmions appealing as potential spintronic memory bits. 

Skyrmions were first discovered in the magnetic system MnSi39 a helical antiferromagnet with an 
ordering temperature of 30 K. Application of a modest magnetic field creates a conical phase, and at still 
higher field the system becomes ferromagnetic. At a temperature slightly below T c there exist a phase 
called “A-phase,” which is identified as the skyrmion phase. Apart from MnSi, soft X-ray scattering has 
recently been applied to characterize skyrmions in a multiferroic system.40 The existence of skyrmions in 
an insulating multiferroic is of particular interest since it now provides a way to control the skyrmions 
with an electric field. 
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Figure 52: Left shows skyrmion spin texture.39 Skyrmions form a hexagonal lattice in a plane that is perpendicular to 
the applied field direction. Middle: Resonant soft X-ray scattering from skyrmions in Cu2OSeO3.40 Six distinct 
scattering peaks reflect the 3Q nature of the ordering. Right: Phase diagram of Cu2OSeO3 with the skyrmion phase 
indicated in red.40 

Similar to skyrmions, fluctuations play an important role in surface and 2D magnetic systems as 
discussed in Section 2.3.2. They have a profound effect on the spin reorientation phase transition. 
Significant stochastic effects are predicted for point singularities, such as Bloch points, which are 
topological defects in the vector field of magnetization causing the exchange energy to diverge. Domain 
wall fluctuations are believed to be the origin of 1/f noise in magnetic devices, so it is of interest to study 
these in real time. To date there have been almost no studies of spin dynamics using coherent X-rays. 
Using coherent X-ray beams at the L- or M-edges of rare earth metals, such as Dy or Ho, which possess 
antiferromagnetic spiral structures at low temperatures at accessible values of wave-vector transfer, it will 
be possible to carry out studies of spin fluctuations by observing the temporal evolution of speckle 
intensity in the neighborhood of the magnetic satellite peaks. Of particular interest is the direct 
observation and characterization of critical fluctuations near magnetic phase transitions, including 
quantum phase transitions. The signal from spin textures are generally weak, and high repetition rate 
based light sources such as LCLS-II will be ideal to study the spontaneous nanoscale fluctuations in these 
magnetic systems.  

Spontaneous Fluctuations and Heterogeneity in Chemistry 

Multi-phase chemical processes, diffusion, and transport are central to a broad range of energy and 
environmental challenges, from heterogeneous catalysis (as discussed in Section 2.2), to carbon 
sequestration, to energy storage and conversion systems, to sub-surface environmental chemistry. These 
are fundamentally stochastic processes dominated by chemical heterogeneity and fluctuations of the local 
chemical structure and environment. Characterizing and controlling the chemical mechanisms and kinetic 
pathways that span many orders of length scales and time scales is a grand challenge where LCLS-II 
capabilities will have a qualitative impact. 

An Example: Site-specific chemical kinetics in advanced energy conversion processes:  

Understanding and controlling reactive chemical flow through porous media is central to both 
environmental issues and technology applications. Porous materials increasingly support novel 
application in catalysis, chemical separation, and energy conversion processes, and they provide an ideal 
platform to study chemical dynamics in confined geometries.41-43 A long-standing challenge is to 
synthesize open crystals with pore apertures of a size suitable for the inclusion of large organic, inorganic, 
and biological molecules. A promising new class of materials are the metal-organic frameworks (MOFs), 
which are compounds consisting of metal ions coordinated to organic molecules to form three-
dimensional porous structures.41 MOFs have broad applications in industry, and are among the most 
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exciting developments in nanotechnology in the past decade. One important potential application of 
MOFs with suitable chemical structure and power size is the capture of atmospheric CO2. 

Very recent advances in nanoscale synthesis have produced networks with pore sizes that can be varied 
and properties that can be controlled by functionalization. For example, in the MOF-74 material, pore 
sizes are varied from 14 to 98 Å by systematically expanding the oligo-phenylene moiety lengths from 
one unit to 11.44 Similarly, meso-porous silica and carbon with large apertures (whose sizes can be varied 
up to 100 nm) have been created through suitable chemical synthesis. 

Studies related to CO2 capture applications indicate local structure and symmetry variations are induced 
in both the lattice and electronic structure due to gas adsorption. There is significant scientific debate 
about the role of kinetic correlations due to gas adsorption on the nanosecond-to-picosecond time scales 
and the nanometer-to-micrometer length scales. However there is a large knowledge gap, and a lack of 
experimental tools for direct measurement on these time and length scales. XPCS measurements of 
correlated temporal, spatial, and chemical information can provide critical experimental results that may 
lead to fine-tuning of MOF structures and pore functionalization for the development of “smart nano-
porous materials” for use in a broad range of applications in catalysis, separation and energy conversion.  

 

Figure 53: Left: Organic gas flows into a MOF structure.45 Chemical reaction inside the pores can be used to convert 
organic molecules into fuel. The transition metal cation in the MOF has one dangling bond facing into the pores. 
These are the reaction sites where the gas molecules get attached. Mg XANES spectra indicates that the prominent 
pre-edge feature gets suppressed as CO2 is dosed into the system.46 

For example, M2(dobdc), (M = transition metal) is a well-studied MOF with a structure consisting of one 
dimensional metal oxide chains that are connected to dobdc4- ligands giving rise to a hexagonal array of 
channels of 11 Å that are oriented along the c-axis.45 The metal ions have open coordination sites facing 
the pores, and these are likely binding sites for gas adsorption. During the CO2 adsorption process in the 
low pressure regime MOFs based on different metal cations show remarkable differences in CO2 
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adsorption properties. However, the differentiated functionality becomes negligible at higher loading 
pressure, most likely due to the isostructural nature of the frameworks. Around 1 bar pressure, the 
adsorption capacity of the Mg, Ni, Fe, and Co frameworks are ≈1.1 CO2 per metal(II) site, indicating that 
these materials are already approaching the saturation capacity of the primary adsorption site. DFT 
calculations show binding enthalpies, -ΔH, ranging from 27.1 to 40.9 kJ mol-1 at 0.167 CO2 per M2+. It is 
conceivable that orbitals and electronic structure also plays a role.  

X-ray absorption studies on Mg-MOF-74 show changes in the pre-edge features associated with changes 
in s-p hybridization at the open sites of the metal cation initiated by CO2 adsorption.46 The XANES 
spectra at the Mg edge (Figure 53) exhibit a distinct pre-edge peak that is a spectral fingerprint of the 
activated Mg-MOF-74sample. This pre-edge feature is suppressed and blue-shifted when CO2 gas is 
introduced (see Fig. 4). Additional spectral signatures include an increase in intensity and slight blue shift 
of the strongest main edge feature. These features evolve progressively as a function of gas pressure. One 
possible reason is the breaking of local symmetry around the metal ion and mixing of p character into the 
predominantly metal s character. 13 

Carbon NMR studies revealed details of the rotational dynamics of CO2 molecules.47 A strong interaction 
exists between CO2 and the metal cation. The NMR data reveals that motional freedom of CO2 is arrested. 
The CO2 is not only spatially confined within the pores, rather, a fixed uniaxial rotation of the CO2 with 
most likely geometric center of the rotation axis along the Mg−O(CO2) vector takes place. The correlation 
time and temperature dependence of the rotational motion has also been studied and follows an Arrhenius 
model. 

Important open questions remain about the nature of the chemical processes occurring along the pore 
surface (primarily interacting with the metal site) and/or through the pore opening (interacting with 
surface bound gas). It is these dynamic processes, for which we lack direct experimental probes, that 
determine the rate and efficiency of gas separation or storage in the porous materials. The porous 
materials exhibit multiple length scales that can be accessed via Bragg scattering in the soft X-ray range. 
Tuning to resonant scattering at specific spectral features accesses different chemical kinetic and dynamic 
processes such as the oxidation changes in Co sites as organic gas flows through the system. There must 
be a charge transfer between the metal ion and the ligands. There are diffusive processes due to the gas 
flow. The soft X-ray capabilities at the LCLS-II will enable the first XPCS studies of chemical dynamics 
in porous materials in resonance with either the metal ion absorption edge (e.g. Co L3-edge for MOF 
Co2(dobdc)) or absorption edges of reacting species, at nanometer spatial resolution. Such chemically-
specific length scale dependent reaction-diffusion information will give unprecedented insight into the 
fundamental interaction between a confined metal cation in a pore and flowing organic molecules. 

Experimental approaches and the impact of LCLS-II 

X-ray Photon Correlation Spectroscopy (XPCS) 

The capabilities of LCLS-II offer a qualitative advance for X-ray photon correlation spectroscopy as a 
direct probe of temporal fluctuations and correlations.32, 48-54 In the soft X-ray range, XPCS scattering 
methods can provide correlation information with nano- to mesoscale spatial resolution, and chemical 
specificity via X-ray resonances. Scattering with coherent X-rays produces a speckle pattern that is an 
instantaneous spatial Fourier representation of the illuminated structure. Two speckle patterns from a 
sample with exactly the same morphology are identical, i.e. fully correlated with each other at all values 
of momentum transfer q. For an evolving system the speckle pattern changes from one time snap-shot to 
the next, often in a time and q-dependent fashion. 
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XPCS probes these spontaneous material dynamics through the intermediate scattering function S(q,t), 
which is the Fourier transform of the dynamical structure factor S(q,ω) as discussed in Section 2.3.1. 
Thus, by measuring S(q,t) over a wide range of time and q, it is possible to obtain a dispersion curve that 
characterizes the dynamics. In this sense, XPCS is a complimentary method to RIXS and hence can serve 
as bridge to close the time (energy) regions that are not easily accessible by RIXS. At present, even at a 
diffraction limited light source, XPCS cannot access sub s time scales. LCLSII will enable studies of 
spontaneous fluctuations from s (or longer) to fundamental femtosecond time scales, and will open up 
whole new areas of science (as illustrated in Figure 49). 

 
Correlations between a series of two-dimensional speckle patterns is represented by the autocorrelation 
function g2(Q, t), calculated for each pixel of an area detector and averaged over the pixels within the 
same range of wavevector transfer Q: 

where, I() and I (t+are the intensities in a given pixel for frames taken at times  and t respectively, 
and averaging is carried out over all while keeping time t constant. Resulting g2(t) functions calculated 
for each individual pixel are then averaged for the particular region of interest of the CCD. The decay of 
the autocorrelation function g2(Q,t) as a function of time-difference between speckle frames t and the 
wave vector Q reveals important information about spatial (Q-dependence) and temporal (t-dependence) 
behavior of the system. As expressed in the Eq.(1) g2(Q,t) is related to the normalized intermediate 
scattering function (ISF) described above. XPCS relies on average coherent flux, and capabilities at 
present synchrotron sources are severely limited due to the low coherent X-ray flux available. The 
average brightness of LCLS-II will exceed these sources by perhaps as much as ~10,000 times, and will 

 
Figure 54: A series of ultrafast diffraction snapshots. For a static system, the speckle pattern on the detector 
remains same meaning individual snapshots are correlated. For a dynamical system, the speckle pattern will 
change, and measuring the time constant for the de-correlation gives us information about the intermediate 
scattering function S(q,t), which is the Fourier transform of the dynamical structure factor S(q,ω). 
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be a game-changer for XPCS studies of fluctuations and heterogeneity across a broad range of materials 
and chemical systems. 

Techniques now under development at LCLS will provide the foundation for major advances in XPCS 
research in the next few years.55, 56 These techniques, combined with the very high repetition rate of 
LCLS-II X-ray lasers will open for study entirely new time regimes of dynamic nanoscale heterogeneity 
that are not accessible with present synchrotron or low repetition-rate X-ray FEL sources. 

XPCS capabilities at present sources are severely limited due to the low coherent X-ray flux available, 
and the subtlety of the underlying physics (and associated X-ray contrast mechanisms). The signal-to-
noise ratio of XPCS experiments scales as: 

S/NXPCS ~ t1/2BX-ray      Eq. (2) 

where B is the average brightness of the source, X-ray is the scattering cross-section per volume and t is 
the sampling (integration) time. Thus, the shortest accessible time interval (measurable correlation time) 
scales as 1/B2. Enhanced brightness from diffraction-limited storage rings is anticipated to extend the 
accessibly time-regime to ~1 s in the soft X-ray range (see Figure 1). Accessing nanosecond time scales 
that are relevant for functional devices will require a fully-coherent, high-repetition rate source. Reaching 
the fundamental time scales of vibrational dynamics, charge-transfer, and charge correlation will require 
an ultrafast X-ray laser in combination with two-pulse probing as described below to establish the 
correlation time of the speckle pattern. High repetition rate is indispensable to insure that the flux per 
pulse remains within tolerable limits while maintaining the high average flux. 

XPCS Time series – 10 nsec to many second time scale dynamics: 

The “sequential mode” follows the protocol described above: a temporal autocorrelation function g2(q,t) 
is produced from a timed sequence of speckle patterns, as shown in Figure 54. The presently accessible 
temporal range in this approach is limited by the repetition rate of present X-ray FEL’s. In the SASE 
mode, LCLS-II will operate initially at 100 kHz (with an upgrade path to 1 MHz), dramatically expanding 
the range of experiments that can be performed. The high LCLS-II repetition rate will make experiments 
on systems with very low scattering contrast possible in both the sequential and the split pulse modes 
discussed below. The high LCLS-II repetition rate will also open for study the important time regime 
between ~100 ns and ~30 msec. This will not be easily probed at other facilities because delay lines 
longer than ~100 ns become unmanageable in the split and delay approach. Also, the minimum time scale 
accessible in the sequential XPCS approach is determined by the source repetition rate. 

XPCS Split pulse delay line – sub picosecond to nanosecond dynamics:  

The ultrafast “two-pulse” mode 55, 56 for XPCS relies on superimposed pairs of speckle patterns collected 
with time-delayed X-ray pulses. The decay in speckle fringe visibility is driven by thermally mediated 
decorrelation between the two pulses and can be related to g2(q,t). This approach will probe ultrafast, 
thermally driven dynamics for the first time, with a time resolution limited only by the X-ray delay. An 
example of such an experiment at LCLS-II is the dynamic formation of magnetic domains from a 
paramagnetic state. As the system passes through the Neel temperature, the spins start to order and 
fluctuate in the form of ‘spin droplets’. The spin fluctuation is very fast, but as the temperature is further 
lowered the domains start to form in order to minimize the energy. The split pulse mode will allow the 
temporal and spatial dependence of these spin droplets to be measured. 
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Sample damage and modification at 4th generation light sources: 

Sample damage/modification due to the intense FEL pulses are significant issues that have been 
extensively considered, and are discussed briefly in Appendix 1. These issues are particularly relevant in 
the split pulse approach, where the first X-ray pulse in a pair cannot disrupt the phenomena being 
measured by the second pulse. The capability to use moderate peak-power pulses, while maintaining high 
average power via high-repetition rate will be essential. The shorter absorption length will make the 
problem more serious since the pulse energy will be deposited in a smaller volume. However, this 
decreased extinction length is partially compensated by the lower energy per photon. It is becoming 
increasing clear that one gets the best contrast in diffractive imaging experiments by using a wavelength 
that is closer to the desired resolution and not arbitrarily short wavelengths to avoid radiation damage. 
The importance of limiting sample damage or disruption of the states being measured means that the 
number of photons/pulse that can be effectively used will be comparable at all FEL facilities. The higher 
LCLS-II repetition rate – up to 10,000 times higher than LCLS - will make experiments on systems with 
very low scattering contrast possible, in both the sequential and the split pulse modes.  
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2.4.2 Materials Dynamics, Energy Transport, and Phase Transitions at the Nanoscale 

Introduction 

The sustainability of modern society depends on our means to convert and utilize energy efficiently with 
minimal environmental impact. Solutions to these problems require an ability to understand, design and 
control the physical processes of materials that underlie energy conversion, dissipation and storage and 
transport at the level of the fundamental constituents. Novel, coherent X-ray sources that can access the 
ultrafast timescales of these processes with atomic-scale resolution and element specificity will transform 
our understanding of these processes and lead to the development of novel materials with new 
functionality. These opportunities arise from the unprecedented combination of high-repetition rate, 
polarization control and multiple-color, multiple ultrashort pulses with high flux and coherence provided 
by an X-ray FEL. 

In particular, the high-repetition rate of LCLS-II at the 3rd harmonic will open up new possibilities for 
studying processes near equilibrium involving small lattice displacements. Additionally, the extension to 
25 keV at 120 Hz and the associated higher accessible momentum transfers will open up the application 
of pair distribution function (PDF) approaches in the time domain. Examples of problems where the 
LCLS-II will have a transformative impact within materials science are: (i) the mechanisms for emergent 
behavior in correlated materials, (ii) understanding the dynamics of energy transport, conversion and 
dissipation in nanoscale materials for novel applications, (iii) understanding and controlling phase 
transitions and dynamical fluctuations at the nanoscale, (iv) ultrafast dynamics of non-trivial atomic 
correlations in non-periodic systems such as glasses and soft matter, and (v) the role that inhomogeneity 
plays in determining the tunable properties of advanced materials.  

Energy conversion, transport, & phase transitions at the nanoscale 

The problem of heat conduction at nanoscale dimensions57, 58 is of wide fundamental interest and sets 
stringent physical limits to the size of semiconductor devices. Understanding and controlling heat flow at 
this scale will provide novel technological solutions to our increasing energy demands. In particular, a 
fundamental understanding of how heat flows at the nanoscale will enable technologies to manipulate the 
flow of heat with artificial nanostructures. Applications range from improving the energy efficiency and 
performance of microelectronic, thermoelectric, and optoelectronics devices, to phase change memory 
devices59 to heated nanoparticles for medical therapies.60 

As the characteristic size of a nanostructure decreases, we reach a regime where the dimensions of the 
devices are comparable to the phonon mean free path, and thus phonons propagate ballistically across 
structures. This crossover between diffusive and ballistic transport means Fourier’s law of conduction 
breaks down and heat flow does not follow the diffusion equation. Here, the wave nature of the phonons 
determines most of the transport properties.61, 62 Thus, interfaces become extremely important at the 
nanoscale. Novel opportunities are associated for example with understanding of thermoelectric 
properties and phonon transport within two-dimensional materials or two-dimensional heterostructures.63 

In spite of advances in theory and simulations, progress is limited by the lack of experimental probes at 
the relevant time- and length-scales. In general, time-domain spectroscopy can probe the dynamics of heat 
transport. However, all methods based on light scattering probe only small momentum transfers near q=0 
(where q is the phonon wavevector), and thus are ineffective to probe the heat-carrying, short-wavelength 
phonons that have THz frequencies. Conversely, atomic-scale scattering techniques which are effective 
under thermal equilibrium conditions, such as inelastic X-ray and neutron scattering, lack the temporal 
resolution to probe the nonequilibrium dynamics intrinsic to this problem.  



Nanoscale Heterogeneity, Fluctuations and Dynamics of Functional Materials 

100 

 
LCLS-II presents new opportunities to fill the gap in experimental probes of nanoscale energy transport. 
Hard-X-ray pump-probe can compete with inelastic neutron scattering (INS) at probing phonon 
dispersions64 with the unique advantage of also accessing non-equilibrium dynamics and transient states 
as illustrated in Figure 55. First experiments have demonstrated the feasibility of such measurements and 
these pave the way for a new momentum- and time-resolved technique for measuring, microscopically, 
the phonon anharmonicity and contribution to the thermal conductivity. The future capabilities of LCLS-
II will be revolutionary: currently, these experiments are limited primarily by source fluctuations rather 
than the number of photons per pulse. The high repetition rate of the LCLS-II at its harmonics will not 
only increase the data quality by orders of magnitude but will allow in-situ studies on weakly scattering 
structures that are too small for the current capabilities, such as artificial nanostructures and devices. 

 

Figure 55. Summary of time-domain phonon spectroscopy, from ref. 64. (a) phonons are probed by X-ray diffuse 
scattering with an area detector after ultrafast excitation. (b) the diffuse scattering intensity, I(t) for different 
momentum transfers (pixels) oscillates with the corresponding phonon frequency. (c) equilibrium diffuse scattering 
image from Ge(110) with 10 keV photons, orange lines are Brillouin zone boundaries. (d) phonon dispersion along 
the dashed line in (c) obtained from the Fourier transform of I(t). 

The study of energy transport processes are intrinsically coupled to an understanding of the phase 
diagram of materials; for example, materials tuned near a phase boundary exhibit novel or tunable 
thermoelectric properties.65-67 From a broader perspective, the functionality of materials and devices is 
determined in part by the ways in which external perturbations such as stress, strain, electric and magnetic 
fields modify this phase diagram.68, 69 At the nanoscale, very little is known about the morphological 
shape changes and crystallographic changes associated with nonequilibrium phase transitions. This is in 
part due to the ultrafast nature of these processes, associated with sound-speed-limited transformations 
over length-scales of nanometers. Recently LCLS has enabled first snapshots of these processes70, 71 but 
these studies are additionally hindered by the fact that the relevant scattering patterns span a broad range 
of reciprocal space such that even large-amplitude structural or morphological changes lead to small 
transient effects in scattering patterns.72  
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Example: atomic-scale structural fluctuations 

Consider the case of nanocrystals engineered for solid-state lighting applications. It is known that 
ultrasmall semiconductor nanocrystals emit broadband light at their smallest sizes but the mechanisms 
underlying these processes are not understood. Figure 56 shows the broadband emission for a 2 nm 
diameter CdSe nanocrystal spanning the visible spectrum, along with scanning transmission electron 
microscope snapshots taken seconds apart which indicate dynamic fluctuations of the nanocrystal 
structure, blurred out by the temporal resolution of the imaging technique.73 Similar pair distribution 
function (PDF) analyses from X-ray scattering74 extending out to high Q show blurring of the local 
structure, associated with temporal averaging. It is thought that these dynamic structural fluctuations give 
rise to fluctuations in the electronic band structure and thus the broad-band emission, but prior studies 
have not been able to resolve these processes directly, and the time-scales for these processes are 
unknown. XPCS-based approaches at LCLS-II, coupled with high Q-scattering PDF-based approaches to 
resolve the local structure, will enable measurement of these intrinsic dynamics across a range of time-
scales spanning microseconds to picoseconds and enable a fundamental understanding of this 
technologically-relevant process. 

  

 

Figure 56: (adapted from references 73 and 74). Top 
left: Broadband emission spectrum from 2 nm diameter 
CdSe nanoparticles. (right) TEM images of fluxional 
state of particles. Scale bar is 1 nm. (bottom) Pair 
distribution function analysis as a function of size in 
order from smallest to largest (top to bottom). 

Example: beyond ideal materials 

From a general perspective, materials functionality is often determined by the defects and imperfections 
that represent deviations from ideal crystalline or periodic structures. Phase-change materials exploit the 
sensitivity of the electrical and optical properties to the underlying crystalline or amorphous atomic 
structures that can be accessed,75 and the efficiency of solar cells are determined by recombination 
processes at defect states or surfaces or by the sensitivity of transport properties to disorder, structural 
degrees of freedom, and conformations on atomic, nanoscale, and mesoscopic length-scales.76 High 
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repetition rate scattering capabilities of LCLS-II will enable studies of these local strains and polaronic 
distortions, and these will be coupled with spectroscopic studies with elemental specificity probing these 
defect states and the associated short range order within solids. For example, recent synthetic work has 
led to the creation of two-dimensional hybrid perovskites that emit broadband white light upon UV 
excitation. 77, 78 These materials are promising as next generation phosphors for solid-state lighting (SSL) 
devices.79 In preliminary work, mechanistic studies suggest that the observed emission arises from excited 
electrons/holes trapped through strong coupling to a deformable lattice (Figure 57). Such transient defect 
states and associated electron-phonon coupling constants can be indirectly probed using ultrafast optical 
probes80 but direct information about the local polaronic-like strains surrounding trapped electrons or 
bound excitons has never been measured. The lifetime of these states are typically of order nanoseconds 
in duration with sub-picosecond formation times, depending on the dimensionality of the system. LCLS-
II enables direct and element-specific measurements of these local distortions, both through XANES 
measurements at relevant absorption edges (e.g. Br L-edge for emitters based on PbBr4) and through 
XPCS and diffuse X-ray scattering studies following above-gap femtosecond excitation. Although 
electron-phonon coupling is very strong in these materials, favoring the formation of self-trapped-
excitons, these correspond to localized lattice distortions and require high-repetition-rate high signal-to-
noise measurements in order to study these processes under technologically-relevant conditions. 

 

Figure 57: Schematic of light-induced defect state and associated lattice distortions 
giving rise to novel optoelectronic properties. LCLS-II enables first measurements of 
the associated ultrafast dynamical processes and visualization of the atomic structure 
and localized strain associated with these polaronic distortions. 

Example: phase-change materials 

Extensions of the approaches discussed above will involve optical pump followed by multiple pulse X-
ray probing of the non-equilibrium dynamics occurring within nanoscale materials and the fluctuations 
which occur as a nanocrystal or nanoscale heterostructure transforms between structural phases. From a 
general perspective, when an energy barrier separates two structural phases, the switching response will 
be statistical in nature and involve nanoscale nucleation processes and associated fluctuations. Thus 
optical triggers may drive large amplitude temperature jumps or modulate the free energy surfaces 
separating structural configurations and XPCS-based approaches can be applied to capture the dynamical 
processes which ensue. This approach is broadly applicable to materials in extreme conditions as 
discussed in Section 2.5.  

Consider as an example, recent studies which have shown that short pulse laser excitation provides a new 
means of fabricating thin film solar cells in an economic and scalable manner.81 This approach enables 
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separation of an epitaxially-grown III-V material like GaAs from a substrate in a rapid and efficient 
manner by selective and localized deposition of energy within a buried layer, serving as an alternative to 
existing etching-based approaches. This procedure provides a new means for transferring high-quality 
single-crystal III-V films to flexible polymer substrates, but the atomic-scale mechanisms underlying the 
liftoff process are still largely unknown and unexplored at this time. 

From a fundamental perspective, there is no atomic-level understanding of the structural processes and 
nanoscale nucleation events that occur when a buried single-crystal layer is selectively superheated on 
short time scales. How does the structure of the buried, coherently strained layer evolve as it is 
superheated above its melting point in a confined geometry, without a free surface to nucleate the liquid 
phase? Answering these questions will not only provide useful insight for the optimization of our laser 
liftoff process, but may also dramatically expand our understanding of some of the most fundamental 
concepts in materials science. 

LCLS-II will enable new approaches to visualizing the first steps in these processes. Single shot X-ray 
scattering measurements with X-ray energies of 25 keV will allow for selective probing of the buried 
layer through selective monitoring of Bragg peaks, resolving the transition from crystalline to superheated 
liquid as reflected in the X-ray diffuse scattering pattern.82 In the sub-threshold regime, these 
measurements may be carried out at high rep-rate working at the third harmonic of the superconducting 
RF source, probing the associated acoustic stress and strain dynamics that likely play a role in the lift-off 
process itself. 

One may also envision combined X-ray scattering approaches with element-specific near-edge 
spectroscopic techniques (e.g. at the In L-edge, 3.7 keV, associated with an InGaAs absorbing buried 
layer) in order to probe changes in local order and electronic structure during the lift-off process. 
Together these approaches will enable fundamental studies of this phenomenon with the potential to lead 
directly to technological applications for thin film solar cell technologies. Fig. 6 shows first principles 
simulations of the dynamic lift-off processes and associated nucleation events following laser excitation 
of a surface.82 LCLS-II will enable direct experimental probes connecting to this theoretical work. 

 

Figure 58: Adapted from reference 82, showing snapshots of the near-surface region of a silicon surface at various 
times after excitation and the spontaneous development of nanoscale voids (in green) below the surface  (in red) 

Example: fluctuations and field-induced processes in ferroelectrics 

Ferroelectric materials comprise non-centrosymmetric unit cells with a permanent electric dipole moment 
switchable by an external electric field, with strong coupling between polarization, strain, and 
electronic/charge degrees of freedom. Their response to external strains, stresses or electric fields are 
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often enhanced at phase boundaries e.g. between the ferroelectric and paraelectric phases83 and they play 
an important role as potential multifunctional devices for next generation non-volatile memory in which 
information is encoded in the polarization state of the material. The dynamics of how the ferroelectric 
polarization changes underlie this functionality, but these processes, and the time-scales on which they 
occur, are not understood.84-89 

A window into these processes can be obtained through the use of single-cycle terahertz fields which act 
as an optical bias – turning on and off on hundreds of femtosecond time-scales. Recent studies using 
LCLS X-ray pulses to probe ultrafast THz electric-field driven processes in perovskite BaTiO3 nanoscale 
thin films have shown transient structure factor modulations at the 1% level, associated with large-
amplitude volume-preserving distortions of the unit cell and modulations of the ferroelectric polarization. 
However, these studies are limited by the range of accessible Bragg reflections, and by the signal to noise 
at LCLS. Extensions to higher energy (25 keV) using PDF approaches and to higher repetition rate (e.g. 
5 keV, ~1 MHz, resonant at the Ti K-edge) as enabled by LCLS-II, would provide the first direct 
visualizations of these local atomic-scale motions. 

With respect to THz-driven excitations, an additional benefit of higher-rep-rate, lower peak power 
operating modes as enabled by LCLS II is the ability to focus X-ray beams within nanoscale electrode 
structures without damaging the materials by the X-ray pulses. The structures in turn enable large 
amplitude field-enhancements and the ability to reach THz fields at the >10 MV/cm level. Because these 
fields are on for only a single optical cycle, breakdown processes are less important than in the DC limit 
allowing for application of larger fields strengths. Similar efforts can be applied to a broad range of 
problems associated with phase-change materials. Here, field-induced threshold switching leads to the 
formation of an amorphous on-state and reversible switching between amorphous and crystalline phases. 
These processes as above involve statistical processes associated with the complex free energy surfaces 
that define glassy states of matter, and THz-pump / XPCS probe experiments would enable direct 
visualization of these processes and the fundamental speed limits that underlie them. 

Experimental Approaches and Impact of LCLS-II 

Current approaches for dynamic studies of atomic structure – including time-resolved diffuse scattering, 
PDF, and SAX/WAX – will benefit substantially from the extension of LCLS-II to 25 keV. This will 
enable higher resolution (higher scattering q), and will provide penetration capabilities to probe bulk 
phenomena in high-Z materials. 

Current time-resolved X-ray scattering approaches utilizing 120 Hz in the 3-8 keV range will benefit from 
the higher repetition rate and substantially higher average flux up to 5 keV. This will improve the 
measurement statistics for experiments that are presently limited by intensity fluctuations of the source. 
For scattering studies at photon energies above 5 keV, harmonics from LCLS-II may provide some 
benefit. The average 3rd harmonic flux from LCLS-II at 300 kHz may be comparable to (or as much as ten 
times higher) than the fundamental flux from LCLS. In this regime, the higher repetition rate may also 
provide a decisive advantage for signal averaging and sensitivity for some experiments. 
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2.5 Matter in Extreme Environments 

 

Synopsis 

The majority of the visible Universe is in an extreme state of matter. The material conditions often involve 
high pressures, high temperatures, high densities, and combinations thereof. The investigation of these 
conditions is of fundamental importance to making new discoveries in fusion research and to developing 
high-energy particle and X-ray beams for applications in radiography and material science. The results 
of laboratory experiments have broad impact to our fundamental understanding of planets and have the 
potential to demonstrate the physics mechanism that will explain the origin of cosmic rays. 

The capabilities of LCLS-II will allow unprecedented explorations in this area of research, allowing 
ultrafast probing with high-energy X-ray photons. These capabilities enable experiments that produce 
short-lived states of extreme matter by high-power laser beam irradiation of solid or liquid targets. 
Powerful and penetrating X-ray beams will need to provide large numbers of photons at high-peak 
brightness in single shots. LCLS-II will visualize the dynamic evolution of the structure and determine the 
physical properties with spectrally resolved X-ray scattering, imaging and diffraction. The new range of 
X-ray photon energies extending to 25 keV will determine material strength and compression and phase 
transitions, and will uncover the transformation into new high-pressure material phases.  

A comprehensive understanding of the physical properties of extreme matter and the time scales for 
reaching equilibrium will ultimately provide the foundations for fusion in the laboratory and future 
applications for energy and energetic radiation sources. 

Introduction 

Matter in extreme conditions is central to scientific research aimed at demonstrating fusion as a future 
energy source, to developing radiation sources with unique properties, and to many processes in 
astrophysics. Fusion research aims to produce plasmas with temperatures and densities at which heavy 
isotopes of hydrogen fuse to alpha particles and neutrons producing 17.6 MeV energy per fusion reaction. 
This process powers the sun makes possible all life on Earth. The present worldwide effort generally 
pursues two complementary efforts where the hot dense plasma is confined by magnetic fields or by 
inertia and heated to fusion temperatures  in the range of 5 to 50 keV (1 eV = 11,605 K). The 
understanding of the physical properties of fusion plasmas and the material and target conditions involved 
in producing and confining the plasmas are of critical importance to the successful demonstration of 
fusion and its future development as an energy source. The recent development of ultrahigh-power short-
pulse lasers has allowed approaching relevant conditions for short times and has further initiated new 
research in high-energy particle and X-ray beams for producing and interrogating matter in extreme 
conditions. These lasers are now at the threshold of producing some of the most extreme conditions with 
energy densities previously only observed in astrophysical events. 

Key to these research efforts is the application of computer simulations that rely on equation of state data 
and physics models describing the microscopic formation of thermodynamic equilibrium and 
hydrodynamic instabilities. The combination of high-power lasers with bright X-ray pulses will allow 
critical experimental tests of modeling and will challenge our understanding and ability to predict the 
behavior of extreme matter states. Figure 59 shows a schematic of matter in extreme conditions studies 
with LCLS-II. High-energy X-ray pulses are required to penetrate through dense plasmas and to provide 
in situ measurements of the conditions. The X-ray beam must provide sufficiently large numbers of 
photons in femtosecond pulses to allow scattering experiments in a single shot during the short-lived state 
of matter. Focusing the beam to small areas will allow for unprecedented studies of matter at high energy 
density and will resolve previously unexplored energy and particle transport properties. Novel 



Matter in Extreme Environments 

110 

combinations of soft and hard X-ray beams and the combination of multiple X-ray pulses with multiple 
X-ray energies at femtosecond to nanosecond delays will open up previously unthinkable pump-probe 
capabilities for resolving the evolution of extreme matter states towards or away from equilibrium. 

 
Figure 59: Examples of investigation of matter in extreme conditions with LCLS-II. 

2.5.1 Warm and Hot Dense Matter: Laboratory Astrophysics 

X-ray scattering investigations 

The LCLS-II X-ray capabilities will greatly enhance the opportunity for discovery. Present experiments 
performed at the LCLS MEC instrument have demonstrated novel in situ measurements of the electron 
temperature, pressure and density by simultaneous high-resolution angularly and spectrally resolved X-
ray scattering from shock-compressed aluminum in the warm dense regime 1. The experiments combine a 
record peak brightness seeded X-ray beam to spectrally resolve plasmons for density and temperature 
measurements 2. With the higher photon energies available at LCLS-II, the structure of mid- and high-Z 
materials can be visualized as they compress and undergo phase transitions to dense charged-particle 
systems that are dominated by strong correlations and quantum effects. This complex state, known as 
warm dense matter, exists in planetary interiors and many laboratory experiments, such as during high-
power laser interactions with solids or the compression phase of inertial confinement fusion implosions. 
The high peak brightness X-rays at the LCLS are required to resolve ionic interactions at atomic 
(Ångstrom) scale lengths and to determine their physical properties. Measurements on aluminum have 
characterized the compressed lattice and resolved the transition to warm dense matter, demonstrating that 
short-range repulsion between ions must be accounted for to obtain accurate structure factor and equation 
of state data.  

The measurements at LCLS have been performed on aluminum where the X-ray energy was matched to 
the absorption length. These explorations of warm dense matter will greatly benefit from LCLS-II, with 
higher X-ray energies allowing the study of denser material and higher-Z elements, and with multiple X-
ray pulses facilitating investigations of  dynamics. In addition, they will also benefit from future 
developments in lasers and targets.  

At high pressures beyond the range shown in Figure 60, LCLS-II will lead the discovery of the 
transformation into new materials. Examples are the BC-8 in diamond and metallic hydrogen. Especially 
interesting is the effect of ionization on the equation of state that is predicted at high pressures above 10 
Mbar. In addition, LCLS-II will further allow the study of liquid-liquid phase transitions and plasma 
phase transitions. For this purpose, the unique properties of the X-ray laser provide plasmon spectra 2 that 
yield the temperature and density with unprecedented precision at micrometer-scale resolution in dynamic 
compression experiments. 
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Figure 60: (top ) DFT-MD simulations of the 
structural evolution from  solid-state aluminum  to 
WDM transition (left-right); (bottom) X-ray 
scattering measurements of pressure vs density data 
for compressed aluminum.1 

Plasma spectroscopy investigations  

The X-ray capabilities of the LCLS have proven to be very well suited both to creating dense plasmas via 
X-ray isochoric heating and to probing their properties via a range of spectroscopic and scattering 
techniques. In particular, inner-shell X-ray emission spectroscopy has proven to be an exceptional 
diagnostic tool, allowing access to the full electronic structure of ions in dense plasmas on inertially 
confined time scales. The LCLS-II project has the potential to significantly advance our understanding of 
the fundamental properties of these extreme yet very important systems in several ways. By providing a 
larger range of X-ray wavelengths it will be possible to investigate a broader range of plasma conditions 
and different materials and to improve diagnostics. Higher photon energies will equally be beneficial for 
heating higher Z materials and creating larger samples of extreme states of matter, which in turn are 
considerably easier to probe. 

To date, experiments have reported the isochoric creation of micron-sized silver plasmas in the warm-
dense matter regime3 as well as aluminum plasmas at solid density and temperatures of up to 200 eV,4 
conditions well within the regime of hot-dense matter. The capability to create well-defined plasmas in 
such extreme conditions has then allowed for the direct measurement of continuum lowering of ions 
embedding in the plasma5 and for the detailed investigation of electron impact collisional ionization rates 
in a dense system.6 Both these results have shown discrepancies between the experimental measurements 
and the models commonly used in the plasma community to describe these effects, illustrating the key 
importance of accurate experimental investigations to guide future developments in the field.  
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Figure 61: Spectrally resolved K of Al.4 

A key new diagnostic technique enabled by the LCLS beam that has recently been developed is X-ray-
driven, Kα emission spectroscopy. As described in refs. 4, 7 by pumping a hot-dense plasma with intense, 
narrow-bandwidth X-rays, the electronic structure of ions immersed in a strongly coupled plasma can be 
investigated on ultra-short timescales via spectroscopy of the radiative K-shell recombination process. 
This emission is driven by the FEL pulse, since the intense X-ray beam is the only significant generator of 
K-shell core holes, making the technique very different from normal X-ray (self) emission spectroscopy 
(XES). In fact, the method has several similarities with X-ray absorption spectroscopy (XAS) 
measurements, since the bandwidth of the X-ray pulse (~0.4 percent) will only be absorbed if a 1s 
electron can be either excited to some higher-lying bound state or ionized. However, unlike XAS, which 
for a single photon energy yields only a transmitted intensity, here the absorption process gives rise to 
inner-shell radiative recombination in the plasma, providing an entire emission spectrum. While the 
integrated photon yield of this spectrum is, of course, directly related to the absorbed energy fraction via 
the radiation transport function, the full spectrum carries much more detailed information. This 
measurement is therefore unique, and by scanning the X-ray photon energies across the various ion 
energy levels, maps the full electronic structure of all the ions present in the dense plasma, providing an 
exceptionally rich diagnostic for investigating both plasma structure and dynamics.5, 6 

This research is currently ongoing and in many aspects still in its nascent stages. But the plasma 
conditions achievable on the LCLS, ranging from warm-dense systems to the hot-dense plasmas 
described above, are exceptionally well suited to contribute to a range of fields that depend on a good 
understanding of fundamental plasma properties and dynamics, such as planetary physics, astrophysics, 
laser-plasma interactions, and inertial confinement fusion. 

High-resolution emission, absorption and scattering measurements 

The combination of powerful optical lasers and the bright, high-energy LCLS-II beam provides enormous 
opportunities to study warm and hot dense matter. High-resolution spectroscopy enables the 
measurements of the fine detail of electronic configurations in extreme states of matter, providing 
rigorous tests of theoretical models. High resolution ( > 2000) is important for distinguishing fine 
features in emission, absorption and scattering spectra, which can reveal information about the density, 
temperature, charge state distribution, and effects of strong coupling in the samples. 

A bright continuum back-lighter enables spectroscopic absorption and XAFS measurements for warm, 
dense samples prepared by irradiation with the LCLS XFEL samples. Absorption spectroscopy is a 
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powerful diagnostic tool for warm dense matter, which has too little self-emission for direct emission 
spectroscopy and is opaque to standard optical probes.   

An example of a high-impact measurement that would be enabled with high-resolution absorption 
spectroscopy and bright continuum backlighting is the confirmation of recent monochromatic opacity 
measurements in ~10x-expanded iron at 200 eV. At slightly lower densities and higher temperatures, 
many state-of-the-art opacity models can match measured data.8 But at more extreme conditions, more 
relevant to the solar photosphere, none of the existing models predict the extreme broadening and 
persistently intense bound-free opacity observed in the recent experiments.9 

 

Figure 62: Measured iron opacity spectra at four 
Te/ne values compared with calculations.9 

L-shell photoexcitation by the LCLS-II X-ray FEL incident on a thin Fe foil would result in a large 
population of energetic Auger electrons, which would rapidly thermalize, heating the sample to several 
hundred eV. Using the short-pulse optical laser to generate a bright, short-lived continuum (betatron) 
backlighter could produce an extremely valuable measurement for the astrophysical, plasma and atomic 
physics communities. High resolution L- or K-shell spectroscopy coupled with the higher LCLS-II X-ray 
FEL energies could be used to probe the intriguingly lattice-dependent effects of emission from higher-Z 
samples. With a bright continuum backlighter, information-rich measurements of XANES and XAFS can 
also be made.  

But the X-ray FEL itself is also a valuable probe. In seeded mode and coupled to high-resolution 
spectrometers, it can provide measurements of X-ray Thomson scattering with unparalleled precision. 
While such measurements have been done for years on cold samples at other advanced light sources, 
providing a critical test bed for condensed matter theory, the optical lasers at LCLS-II can be used to 
bring samples into the complex warm dense matter regime. This could enable measurements of sharp 
bound-free features (Figure 63 from ref. 10) and even direct measurements of binding energies (thus also 
direct measurements of continuum lowering). Higher photon energies will enable investigation of 
complex valence features of high-Z materials. 
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Figure 63: Dynamic structure factor S(k, 
for scattering of a 2960 eV photon from 
metallic density Ti at Te=10 eV.10 

Finally, LCLS-II may provide new data to help validate transport theory for materials in extreme 
environments. Transport models depend on both ionic and electronic structure, which can both, in 
principle, be measured by angle- and energy-dependent scattering of an X-ray FEL probe beam. Like 
opacities, transport quantities are an essential input for radiation-hydrodynamics simulations, but there are 
large uncertainties in the calculations and a pressing need for detailed, benchmark data. 

Isochoric Compton heating by ultra-intense X-rays 

The physical properties of hydrogen, the most abundant chemical element in the observable universe, at 
the extreme conditions characteristic of astrophysical objects remain largely unexplored. For some of the 
most violent physical phenomena in the cosmos, including supernovae, gamma ray bursts, and black hole 
accretion disks, matter endures extremely intense X-ray radiation.  Compton scattering is the primary 
interaction between these high-energy X-rays and hydrogen, which results in the characteristic transfer of 
energy from the photons to the recoil electrons. At high enough intensities, the energy deposition from the 
Compton scattering may overcome the radiative cooling leading to a net heating.  

The Compton heating of dense hydrogen can be studied with the 25 keV LCLS-II beam at a nm-focus. A 
liquid hydrogen target may be combined with the 25 keV LCLS-II beam to maximize the Compton 
scattering cross section. At spot sizes of 10 to 100 nm, the average dose per atom is of order 10 to 100 eV. 
The temperature can be diagnosed by observing non-collective X-ray scattering and time-resolved optical 
emission. At ~1 X-ray photon/atom, nonlinear effects may also be seen such as enhanced absorption from 
multi-photon scattering. Two-color operation enables the study of electron-ion equilibration. The 
investigation of Compton heating can provide new insights into the equation of state of dense hydrogen 
over a wide parameter space with implications for theoretical models of the structure of astrophysical 
objects. 

Precise, warm dense matter states for stopping power measurements 

Understanding interactions of ion beams with warm dense matter (WDM) at temperatures of 
1eV<T<100eV is fundamental to various fields of research, including condensed matter and high energy 
density physics in astrophysical and fusion plasmas. In particular, ion energy deposition in the WDM 
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regime is of great importance for fusion science as it affects energy balance in burning plasmas. Various 
models of ion transport in hot11 and warm12 dense plasmas have been developed, but they lack rigorous 
experimental validation. 

 

 

Figure 64: Proton stopping power in WDM is 
expected to be very sensitive to temperature,12 
but models fail to agree for all temperature and 
energy regimes;13 benchmarking is needed. 

Attempts to make these important measurements at purely optical laser facilities have proven challenging 
due to the requirement of producing both a macroscopic, uniform WDM sample and a reliable proton 
source. The LCLS-II hard X-ray beam will enable the creation of larger uniform WDM samples than 
those created at any facility to date. Combined with the capability of a high-intensity optical laser, 
measurements will finally be practical over a large range of proton and ion energies. 

Uniform WDM samples are difficult to create with existing methods. LCLS-II at 20 keV photon energy 
could heat Al in tens of femtoseconds to WDM as thick as 1.1 mm, enough to stop 14 MeV protons. This 
large stopping range will allow high accuracy stopping power measurements. WDM samples of various 
temperatures can be created by adjusting the LCLS-II beam energy. The ultrahigh photon energy of 
LCLS-II will increase the range of materials that can be studied to mid-Z materials approaching Ag. 

LCLS-II in high-energy configuration could produce large volume, uniform WDM, which can be 
precisely characterized using inelastic X-ray Thomson Scattering (XRTS), a robust, proven technique 14 
for measuring ne, Te, and ni. A high intensity short pulse laser will create proton and carbon probe beams15 
with controllable, sharp, maximum cutoff energy. The protons are originated from the hydrocarbon 
contaminant present at the solid laser target rear surface and preferentially accelerated (due to its large 
charge-to-mass ratio) by the target normal sheath field set up by the escaping relativistic electrons 
produced from the high intensity laser solid interaction. Protons made this way have been focused to 
smaller than 100 μm FWHM.16 The light ions, such as carbon, present in the contaminant will also be 
accelerated to high energy (MeV/nucleon). Their stopping powers can be measured via continuous 
spectral measurements using a Thomson Parabola (TP) ion spectrometer. The proposed ultrahigh photon 
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energy of LCLS-II is particularly appealing, enabling these challenging, critical stopping power 
measurements. 

High intensity laser interactions and relativistic plasmas 

Recently laser-plasma interaction experiments at relativistic intensities (exceeding 1018 Wcm−2 for lasers 
of wavelength λ = 800 nm) have attracted significant interest due to potentially important applications as 
sources of energetic particles and radiation. The current generation of high-power lasers can already 
achieve peak intensities in excess of 1021 Wcm−2 using 30-1000 fs pulses with high pulse energy (≫1 J). 
When such lasers interact with matter, they rapidly ionize the material and accelerate electrons to 
relativistic energies in a single optical cycle within the focal volume, generating a relativistic plasma 
environment in the presence of strong electromagnetic fields. Such plasmas are of fundamental interest 
for their own sake as well as for being a ready source of energetic radiation. 

As sources of high-energy charged particle and photon beams, laser based techniques may be useful for a 
wide range of future applications. These include ion beam acceleration, coherent X-ray generation and the 
production of attosecond light pulses. In particular, laser wakefield acceleration (LWFA) has been a very 
successful technique for accelerating electrons to energies in excess of 1 GeV. In terms of energy gain, 
early claims of  accelerating gradients greater than 100 GeV/m have now been experimentally confirmed, 
with maximum reported beam energies greater than 4 GeV.17 Such relativistic beams of electrons and the 
radiation generated by these beams may be used in conjunction with the capabilities of LCLS-II to enable 
a range of novel experiments. 

In laser wakefield acceleration, a high power pulse of optical radiation generates a plasma wave with 
relativistic phase velocity through its ponderomotive force. The electric field of this plasma wave can be 
used to accelerate the electrons that remain in phase with it over long distances. Since the plasma fields 
are not restricted by material breakdown limits, acceleration gradients orders of magnitude higher can be 
sustained relative to those in RF cavities. Hence, a plasma-based accelerator can be extremely compact. In 
practice, the generation of electrons by laser wakefield acceleration involves loosely focusing a laser 
pulse into a gas plume at near atmospheric densities. The (usually) helium gas is rapidly ionized by the 
leading edge of the laser pulse to form a plasma. Electrons are then spontaneously injected into the 
electric field structure from the background plasma. An ultra-relativistic electron beam with high current 
(~10kA), ultrashort duration (<10 fs) and high energy (> few GeV) can be generated in this way. In 
addition to being a source of relativistic electrons, betatron oscillations of the electrons in the fields of the 
plasma waves created by laser have been shown to result in bright, broadband sources of femtosecond 
duration X-rays.18 
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Figure 65: Laser wakefield accelerator: 
Isocontours of longitudinal current density 
from an OSIRIS 2.0 simulation in a 
moving window showing stable wakefield 
formation, electron trapping and 
acceleration.19 

In extremely intense focused light, a new plasma regime will also manifest itself – one that has 
similarities to extreme environments, such as those found in pulsar magnetospheres.20 This happens 
because electrons are accelerated to very relativistic energies directly by the laser fields. In the rest frame 
of the electrons, the field strength may be Lorentz boosted to reach the critical field strength of quantum 
electrodynamics (QED).21 This implies that effects such as radiation friction and pair production greatly 
modify plasma dynamics leading to fundamentally new behavior. The many-body QED theory that 
describes this physics is presently not well understood. 

In conjunction with LCLS-II, direct laser-matter interactions or laser driven sources of electrons, photons, 
and ion beams, open up a wealth of possible QED-plasma, high-energy density, warm dense matter and 
atomic physics experiments. The femtosecond duration of the laser-driven electron beams in combination 
with the few-femtosecond, bright LCLS-II X-ray pulses will allow ultrafast X-ray pump-electron-beam 
probe or electron-beam pump-X-ray probe experiments. Such experiments can exploit the relativistic 
boost to the X-ray fields in the e-beam frame to explore strong field QED or enable e-beam probing of the 
magnetic fields under conditions similar to those of the atmosphere of a neutron star.  

Observing the Formation of Local Thermodynamic Equilibrium 

The dynamics of electronic relaxation is a matter of primary concern in the study of warm dense matter. 
In experiments with nanosecond or slower heating, the electron distribution is assumed to be in local 
thermodynamic equilibrium, but with the use of ultrafast photon sources to generate hot matter, this 
assumption become invalid, as the formation of an electronic equilibrium can be on the same time scale as 
the photon source. Moreover, fusion research is limited by the poor understanding of the various 
mechanisms carrying away energy; an understanding of the separate pathways will aid in the pursuit of 
sustainable fusion power. Despite the fundamental importance of electron energy equilibration, there has 
been no direct observation of the formation of an electronic local thermodynamic equilibrium from a 
well-defined initial energetic state. LCLS-II can provide unique capabilities allowing this for the first 
time.  

LCLS-II could be used to create and probe such a process; non-equilibrium excited dense matter can be 
formed with an intense X-ray pulse, and the evolution of the electron energy distribution can be tracked 
by the Thomson scattering of a second X-ray pulse. An X-ray pump can create a well-defined initial non-
equilibrium state. X-rays heat solid-density targets by one-photon photoionization allowing for 
volumetric energy absorption.4, 22 Upon creation of non-equilibrium WDM, the electrons will eventually 
reach local equilibrium, with simulations suggesting timescales of 10-1000 fs.23, 24 Figure 66 shows 
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calculated electron energy distributions of liquid hydrogen following irradiation by an EUV pulse.22 
During this process, the electron energy distribution can be tracked by an X-ray probe using Thomson 
scattering. The technique has the advantages that the X-rays will be well above the plasma frequency and 
can probe the entire volume of the excited matter, and the spectral response can be a sensitive probe for 
relatively small fractions of energetic electrons.25 The two-color X-ray pump-probe technique could 
finally yield quantitative results on the formation of a local thermodynamic equilibrium in warm dense 
matter. 

 

Figure 66: Predicted equilibration of electron 
energy in liquid hydrogen irradiated with 
91.8 eV photons. Hydrogen atom 
photoionization (78.2 eV) and ionization 
potential (13.6 eV) energies are shown for 
comparison. Throughout the duration of a 
~40 fs pulse, the electron energy distribution 
has a fraction populated near the 
photoionization energy, which relaxes to a 
broad energetic tail. Adapted from Ref. 22. 

 2.5.2 Dynamic compression, shock and impact physics 

Shock and Quasi-Isentropic Compression of Matter 

The femtosecond X-ray capabilities of the LCLS, combined with high-power optical-laser technology, 
have proven to be very well suited to the study of solid-state matter under high pressure.  Whilst the 
creation of high-pressure states of matter via the application of pressure produced by laser-ablation is by 
no means new, LCLS and LCLS-II have the capacity to transform the field owing to several key 
characteristics.  Firstly, the few femtosecond x-ray pulse is shorter than the period of the most energetic 
phonon in the system, resulting in a diffraction pattern that has no motional blurring.  Secondly, the 
brightness of the beam is such that x-ray spots of just a few tens of microns (for small grained samples) 
can be used to generate diffraction patterns.  This in turn means that relatively small optical laser spots 
can be used for shock compression (of order down to 100-microns or less), which in turn leads to 
relatively high irradiances (and thus pressures) for very modest optical laser energies.  Finally, with 
tailored optical laser pulse-shaping and ‘smart’ target design, ramp compression experiments should also 
be capable of being performed keeping the material close to an isentropic, and hence potentially solid 
even at very high pressures (the high entropy caused by a shock results in melting of metals at pressures 
typically between 150 and 300-GPa).26  Such isentropic compression experiments have been proven on 
pure optical-laser platforms.27  

Some key themes are beginning to emerge from research at LCLS – those being the study of materials 
under shock compression, mechanisms of deformation, melt, recrystallization, and polymorphic phase 
transformations.  Further, as noted above, isentropic compression allows the investigation of high-
pressure off-Hugoniot (cooler) states, which in turn are of direct relevance to the conditions found within 
and towards the center of the giant planets that exist within our own solar system and beyond. 

In principle, the major benefit of LCLS-II will be the more than two-fold increase in photon energy.  The 
current maximum energy of LCLS severely limits true structure determination, owing to the small volume 
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of reciprocal space that can be interrogated.  To date, most of the materials studied at MEC have been 
relatively simple – and in many cases single elements.  In this situation, the few reciprocal lattice vectors 
present within the Ewald sphere are, at least in many cases, sufficient for adequate structure determination 
– or at least confirming consistency with a presumed structural model. For example, under ambient 
conditions many metals have a lattice spacing of order 3.6- 4.0 Angstroms, which, with a FEL photon 
energy of 1.5 Angstroms, allows in fcc materials Miller indices to be recorded up to the reciprocal lattice 
vector of (331).  Note however, that under shock compression, the lattice parameter can decrease by of 
order 21/3, restricting the number of reciprocal lattice vectors in the Ewald sphere even further.  This is 
totally insufficient for more complicated structures and minerals, where the sometimes subtle relative 
position of multiple elements within the unit cell needs to be determined. This can even be the case for 
quite simple elements, if the phases are closely related (e.g. the -Sn and Imma phase in Si).  In this sense 
the increased capability that LCLS-II would afford (by stint of the higher X-ray photon energy of 25 keV) 
should be thought of as an increase in the volume of reciprocal space that can be probed by close to an 
order of magnitude. 

This increase in reciprocal space landscape will also give rise to the opportunity to better determine the 
equation of state of the crystals studied.  In particular, the temperature of matter under compression is 
notoriously difficult to measure.  However, diffraction affords the means to measure this quantity via the 
Debye-Waller effect – i.e. the reduction in the integrated intensity of the diffraction with increasing 
reciprocal lattice vector.  For example, even at a temperature of 4 times the Debye temperature (T D) of 
371K, the (400) reflection of Ge is only reduced to of order 80% of the room temperature intensity, 
whereas (444) would be reduced to 50%, providing far higher accuracy in a T/TD measurement.28 

The higher photon energy of LCLS-II will also improve signal to noise: as the optical laser intensity is 
increased, this will lead to an increase in the energy of the x-rays emitted from the laser-produced plasma 
that provides the ablation pressure - this will be the case particularly for high-intensity quasi-isentropic 
compression.  It is certainly the case that using higher photon energies to diffract from the sample allows 
considerably greater shielding on the detectors from the laser-produced-plasma radiation. 

The two-color capability of LCLS-II could also give rise to a whole new class of experiments - for 
example fluorescence spectroscopy on certain shocked or ramp-compressed samples – where the hard x-
ray beam would be used to determine lattice parameter, whilst the beam up to 5 keV could be used to 
generate L or K (for low Z) holes, and the resultant characteristic L or K shell emission lines, which in 
turn could provide information on the position and shape of the bands within the compressed sample.  
There are further advantages to being able to use the two colors of LCLS-II simultaneously - e.g. the 
beam at up to 5 keV, alongside that at 25 keV.  This could aid in particular in the study of compression to 
off-Hugoniot states, by using the 5 keV beam, a few tens of picoseconds before optical shock 
compression, to heat a target to a well-defined temperature before compression and diagnose via 
diffraction by the 25 keV beam.   

Structure factor measurements in high-pressure liquids 

Transitions between solid and liquid phases are ubiquitous under conditions of high pressure and high 
temperature. Under strong enough shock loading, most materials will melt.  Studies of the transitions 
between liquid and solid states are fundamental to many geophysical processes, including high velocity 
meteor impacts and the Earth’s molten iron core. Studies of these transitions are also relevant for material 
processing, such as additive manufacturing that employs sintering or rapid solidification of metals. 

In addition to solid-liquid transitions, liquid-liquid transitions are of significant interest. Under static high 
pressure and high temperature conditions, a liquid-liquid transition has been shown in Ce.29 Under 
dynamic loading conditions, a liquid-liquid transition has also been observed in MgSiO3,30 which has 
important implications for terrestrial planetary mantles.  
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Solid-liquid and liquid-liquid transitions can best be studied under conditions in which the materials 
structure factor can be measured. The structure factor can be determined from measuring the X-ray 
diffraction over a large Q range. Some of the difficulties of making these measurements on dynamically 
compressed samples using currently available capabilities include the limited X-ray flux from 
synchrotrons, the geometric restrictions arising from the configuration of laser-produced X-ray 
backlighter sources at high energy laser facilities, and the limited photon energy that is currently available 
at LCLS. LCLS-II will provide an essential increase in X-ray photon energy, up to 25 keV, which is 
critical for enabling structure factor measurements in dynamically compressed liquids.  

In studying transitions between liquid and solid phases, it would be highly advantageous to concurrently 
measure small angle X-ray scattering (SAXS). The SAXS measurements would provide data relating to 
the diffracting domain size during these transitions, a quantity that would be especially interesting during 
additive manufacturing processes and during re-solidification from liquid states. The current limitation of 
the LCLS maximum photon energy and the maximum distance to the detector limits the Q-range for 
SAXS. The increase in photon energy for LCLS-II is beneficial for SAXS. 

Geophysics and planetary sciences  

There are numerous scientific problems in geophysics and planetary sciences to which we could apply the 
unique capabilities of MEC, including the Earth’s mantle and core evolution (i.e., silicate-oxide-iron 
interactions at extreme conditions) and exoplanet and icy satellite constitution. A case study is highlighted 
here, which is relevant to geophysics and planetary sciences involving water. Water, H2O, critical for life 
and ubiquitous in biology, is one of the most abundant molecules in the solar system.  High P-T phases of 
water, including the superionic state, is thought to be a major constituent phase of icy gas giants (i.e., 
Neptune, Uranus) and extrasolar planets (icy “super-Earths”).31 Convection of superionic water is thought 
to be the source of the magnetosphere – a necessary and critical component for life. But the material 
structure of this superionic state remains elusive. Understanding the state and structure of water at the 
conditions of planetary interiors will allow us to better understand the constitution and evolution of icy 
planets and the formation of our solar system and other planetary systems. Direct evidence of the 
existence of this phase has not yet been established. Technologies currently available at LCLS are poised 
to be competitive with other shock wave facilities. But to accomplish the feat of observing the structure of 
the superionic phase, introducing the capabilities possible with the construction of LCLS-II would be an 
important and necessary step forward.  

The Matter in Extreme Conditions (MEC) Instrument at LCLS allows experiments to reach high pressure 
(P) and temperature (T) with laser-driven shock waves and the capability of taking snapshots during a 
dynamic process with the ultrafast X-rays of the LCLS X-ray FEL. This capability allows researchers to 
capture the dynamics of phase transformations step by step. By varying the drive laser pulse energy and 
temporal profile, the P and T conditions of the material are tunable and permit simultaneous ultrafast X-
ray probing techniques (e.g., diffraction, phase contrast imaging, spectroscopy) that move well beyond the 
temporal and spatial resolution of traditional/current static compression (diamond-anvil cells) and 
dynamic compression technologies. To date, X-ray diffraction data of superionic water collected during 
shock compression does not exists. The precision of the diffraction can be enhanced by making unique 
use of an extended energy range (i.e., out to 25 keV). With this energy range we could better determine 
the precise structure by observing more peaks from the high-pressure phase.  

Furthermore, investigating other high-pressure phases besides crystalline ice, such as high density 
amorphous phases, is only possible with smaller wavelength (higher energy) X-rays. Critical to resolving 
the structure factor of amorphous phase is the extension of the Q-range to include observation of both the 
first and second sharp diffraction peaks from a disordered material. This is impossible with existing 
LCLS capabilities. Understanding the coordinating and long-range order of high density amorphous 
phases would only be possible with LCLS-II.  
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Figure 67: Phase diagram of water 
showing the superionic regime.32 

Resolving the equation of state controversy of deuterium at high pressures 

Hydrogen, the simplest element in the universe, has a surprisingly complex phase diagram. Owing to 
fundamental questions about the structure and core stability of gas giants in our solar system,33-35 
hydrogen’s high-pressure properties have been the subject of intense study over the past two decades. The 
recently launched of NASA Juno mission is expected to provide detailed new data on hydrogen gas giants 
when it arrives in July 2016. Of critical importance is the equation of state of deuterium — one of the 
most contested and important science questions in the high-pressure community. A precise determination 
will affect our understanding of the formation and evolution of the solar system and will further affect our 
ability to achieve inertial confinement fusion in the laboratory. 

Numerous experiments using laser drivers and z-pinches have provided equation-of-state data that show 
significant uncertainties for pressures above 50 GPa (e.g., refs. 1, 36). What these studies have in 
common is the use of velocity interferometry (i.e. VISAR) to measure shock and particle velocities to 
infer pressure and compression. Using the unique high X-ray brightness properties of LCLS-II, we have 
the unique capability to complement VISAR measurements with high-precision X-ray scattering 
measurements that provide densities from first principles 1. Here, the high photons per pulse make it 
possible to obtain data in a single shot during the short lived state of highly compressed hydrogen. In 
addition, seeded X-ray beams provide a narrow bandwidth for resolving the plasmon scattering spectrum. 

 

Figure 68: Phase diagram of hydrogen and 
deuterium showing the equation of state versus 
compression along the shock Hugoniot.37 
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Experimental approaches and the impact of LCLS-II 

Several topics in this section, including the equation of state of deuterium and the formation of superionic 
water, address phenomena that require pressures above 100 GPa. Therefore, the ability to generate high 
pressure shock conditions will be essential. The current LCLS MEC ns optical laser requires the use of a 
very small drive area (50 to 100 µm) to generate such high pressures. The use of a small drive area also 
results in non-uniaxial stress conditions in the sample due to edge release waves, thereby limiting the time 
duration over which measurements can be made for well-defined sample conditions. Upgrading the long-
pulse laser system energy to provide at least 100 J in 10 ns would permit the study of specimens in well-
known thermodynamic conditions and would compress a significant volume that can be probed by both 
by X-rays and VISAR. 

An upgrade of the LCLS’s existing high intensity, short pulse laser capability is required for several types 
of investigations. An increased power would provide an intense (betatron) continuum X-ray source for 
high-resolution spectroscopy. For protons, the short pulse laser at the LCLS MEC instrument has already 
demonstrated generation of MeV proton beams with laser energy of only 1 J (25 TW). However, a high-
energy PW-class laser would allow greater flexibility to the proton probe, e.g. allowing selection of 
discrete (ΔE~eV) ion probing energies. Higher laser powers would benefit all laser-matter interaction 
studies. 

The possibility of using two X-ray beams from separate FELs is an exciting element of LCLS-II. This 
capability would allow, for the first time, the use of isochoric X-ray heating together with key X-ray 
diagnostics (spectroscopy, scattering, diffraction) in an independent way. Experiments which aim to use 
one X-ray pulse to both generate and diagnose a system have to deal with the fact that the two are 
invariably coupled and act on the same ultra-short time scales. Decoupling the two would provide a range 
of new opportunities and, in particular, would allow for much more tailored and accurate diagnostics. For 
example, in the plasma spectroscopy work shown above the probing of the atomic states dictates the FEL 
photon energy. This wavelength must then also be used to heat the plasma, which will often not be a good 
choice, especially for higher Z materials. Furthermore, two FEL pulses would allow time-resolved studies 
to be performed in which the full range of mature X-ray diagnostics could finally be used on well-defined 
plasma samples created via X-ray isochoric heating. This would be a boon for investigations concerning 
plasma dynamics and transport properties, but would find applications elsewhere as well. 
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2.6 Revealing Biological Function on Natural Length and Time Scales 

Synopsis 

Solving the most challenging problems at the frontiers of biology requires understanding biological funct ion and 
dynamics through direct observations of complex heterogeneous systems – in operation, in their native 
environments, and over a wide range of time and spatial scales. Integrative approaches and sharper tools are 
essential, as no single structural method can provide a complete solution to this challenge. While current state-
of-the art techniques for structural biology are quite powerful, they are nevertheless limited in several key 
respects, and this prevents our complete understanding of biological systems. 

X-rays and electron beams provide the basis for the most incisive information about structural biology, but both 
have significant limitations due to radiation damage. The advent of ultrafast X-ray lasers has qualitatively 
changed this paradigm, and paved the way for damage-free determination of structure at high resolution via the 
“diffraction-before-destruction” concept applied to femtosecond macromolecular crystallography and 
scattering.1 

Macromolecular crystallography has provided a torrent of information on protein structures over the past few 
decades.2 However, many of the most important macromolecular complexes refuse to be crystallized, due 
primarily to their intrinsic structural dynamics and heterogeneity. Moreover, these intrinsic dynamics are 
central to the biological function of these important complexes, and we sorely lack adequate tools to directly 
probe and characterize these processes. Electron microscopy (and associated detectors) have advanced 
remarkably in the last several years, and can now image single macromolecules at better than 3 Angstrom 
resolution. However, it does not readily allow for time-resolved dynamics studies, and has limited ability to fully 
characterize heterogeneity as samples must be frozen. Synchrotron X-ray techniques in principle allow for time 
resolution down to ~100 ps, but applicability is limited due to the low available flux/pulse and the inter -related 
issues of repetition rate and sample damage (recovery, or replacement). 

X-ray FELs offer a unique set of capabilities for circumventing these limitations as demonstrated by the results 
from LCLS over the first several years of operation. LCLS-II will build on this initial success, and open new areas 
of bioscience that will capitalize on the high repetition rate and expanded tuning range. For example, 
conformational dynamics of macromolecules and nano-machines, and extremely fast electronic excited-state 
dynamics in enzymes and charge-transfer complexes and single particle imaging of non-repetitive biological 
objects are just a few of many new classes of bioscience that will be enabled by the capabilities of LCLS-II. These 
capabilities will support new methods in crystallography, single particle imaging, fluctuation (correlation) X-ray 
scattering and spectroscopy, and novel instrumentation that will be essential in addressing these bioscience 
challenges. 

Introduction 

The unprecedented peak brightness from X-ray lasers has enabled the determination of high resolution 
structures and electronic states of biological systems before the onset of X-ray radiation damage. The so-
called “diffraction–before-destruction” approach1 has provided atomic-resolution structures of 
biologically and biomedically important classes of molecules such as GPCR membrane proteins,3, 4 
synaptic fusion complexes, and photosystem complexes5, 6 – in some cases with higher resolution or with 
structural details more representative of the room temperature native state. Many protein complexes 
contain transition-metals at the active sites or as integral components of the structure. It is often these 
metals which are crucial to the unique functionalities of enzymes. These metal centers are much more 
susceptible to damage than the rest of protein molecules (e.g. oxidation effects). Here, X-ray FELs, and 
particularly LCLS-II offer unique capabilities – not only ultrafast pulses for crystallographic analyses of 
radiation damage-free structures, but also X-ray spectroscopic analyses of the dynamic electronic states of 
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the metal centers. The combination of crystallography and spectroscopy will be one of the keys to 
correlating structural dynamics and electronic states. 

LCLS-II represents a great advance in technology and overall capabilities and will be a very powerful 
light source. The life science community will make great use of this new machine. However, it must be 
stated that in its initial implementation, LCLS-II does not represent a paradigm change for structural 
biology. High-resolution is critical for most studies and the limitations in achievable photon energy will 
limit the use of the full capabilities of LCLS-II for crystallography for example. A subset of the improved 
capabilities of LCLS-II will enable key new science, such as the increased photon energy available on the 
Cu-linac but full use of the higher repetition rate will be limited by the photon energy and the readout rate 
of detectors. One clear exception where the LCLS-II capabilities will be fully exploited is spectroscopic 
techniques where multiple pulses can be accumulated before a detector readout and access to low photon 
energies where the absorption edges of biologically relevant atoms can be probed will be extremely 
valuable. 

The X-ray energy range of LCLS-II will also enable discrimination of metal ions from each other, from 
ligand moieties, or from oxygen atoms in water. For example, an important question in biological 
function is which kinds of atoms are present at the constricted passage of membrane channels or 
transporters that regulate transport across the cellular membrane. In these cases it is critically important to 
be able discriminate sodium cations from other possible metals. Having access to the absorption edges of 
these metals (sodium 1,072 eV, potassium 3,610 eV, chlorine 2,825 eV) can resolve this unequivocally. 
Full development of tools capable of utilizing the tender X-ray range (2-5 keV) will be central to the 
LCLS-II life science program. 

Crystallography is the workhorse technique in structural biology with numerous synchrotron beamlines 
around the world dedicated to macromolecular structural studies. This has also been true at LCLS with 
femtosecond crystallography techniques being intensely developed in the first 6 years of operation and 
now producing important results.7, 8 LCLS-II will complement and improve the capabilities of the LCLS 
complex in macromolecular crystallography. The higher photon energies, above 11.2 keV, generated by 
LCLS-II will provide increased resolution and access to the selenium edge for phasing. The increased 
repetition rate will be critical for dynamics studies by allowing fast data collection greatly increasing the 
number of time points collected or conformations that can be probed during an experiment, although in 
this case the photon energy at high repetition rates (<5 keV) will be a limiting factor. 

While crystallography is an extremely powerful tool for elucidating atomic structures, many complex 
biological machines defy crystallization due to their intrinsic flexibility. Fluctuation scattering and single 
particle imaging can provide alternative paths towards understanding dynamics at low to medium 
resolution of non-crystalline samples. Single particle imaging (SPI) using LCLS continues to evolve 
towards higher resolution along the paths defined in LCLS SPI roadmap.9 LCLS-II, along with X-ray 
optics and instrumentation development, will help fill the critical energy gap between 2 kV and 5 keV. 
The option of delivering the beam from the Cu linac to the soft X-ray undulator could also provide a 
higher energy per pulse (>5 mJ at 120 Hz) than is presently available from LCLS in this energy range (see 
Section 5). 

Fluctuation scattering is an ensemble scattering approach that is enabled by the combination of ultrafast 
X-ray pulses and high repetition rate. It potentially provides ~100 times greater information content than 
conventional SAXS – sufficient for 3D reconstruction. It has emerged as a method bridging SPI and 
crystallography, and is potentially powerful for understanding dynamics and protein interactions in native 
environments. 
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Time resolved X-ray spectroscopy is an extremely powerful tool deciphering dynamics of electron 
transfer among critically important metalloenzyme membrane complexes such those found in 
photosynthesis, respiration, and nitrogen-cycles. The high repetition rate and extended X-ray energy 
range of LCLS-II will enable the application of these methods to important problems in biology. It will 
also open up new possibilities for hybrid approaches for characterizing biological function across multiple 
length and time scales. In combination, these X-ray based structural biology methods can help solve a 
number of fundamental questions in biology from femtoseconds to minutes and from atomic to cellular 
levels. It is also important to note that bio-computing (including advanced computation and data analysis 
methods) can provide theoretical foundations of the reaction mechanisms and can connect multi-scale 
phenomena. 

2.6.1 Understanding the dynamics of biological complexes & molecular machines 

Dynamics is the key to understanding the function of macromolecular complexes and machines which 
exhibit structural dynamics and plasticity at different time and length scales relevant to phenomena of 
interest. Initial response to photo activation is extremely fast, sub picosecond to nanosecond, with local 
energy absorption by the active site leading to ultrafast coordinated motion of the molecule, the protein 
quake.10, 11 Subsequent rearrangements of protein sidechains are slower but more extensive, conferring 
distinctive signals to which cognate molecules respond. Enzyme reactions similarly span many decades of 
time. 

Research tools for structural biology often dictate measurement conditions such as temperature, 
concentration, crystalline or solution environments. A notable example is modern synchrotron X-ray 
crystallography in which protein crystals are cryo-cooled to prolong the lifetime of protein crystals in the 
intense X-ray beam for data collection at the highest possible resolution. The crystalline conditions at low 
temperature “freeze” proteins in a subset of conformations that are not necessarily representative of the 
entire range of their dynamic structures.12, 13 This calls for new methods which allow measurements on 
natural time scales and in physiological environments. 

Recent crystallography experiments at LCLS, at room-temperature, have shown substantial structural 
dynamics of macromolecules.3 Structural dynamics are particularly important for enzymes where high-
resolution crystal structures at cryogenic temperature are unable to explain the fast enzyme kinetics 
observed in physiological conditions. For example, acetylcholine esterase (shown in Figure 69) has a 
catalytically active site deep inside the protein, accessible only through a very narrow channel, yet it has a 
reaction turnover rate of 50,000 times a second. This is normally impossible because of the 3.0 Å 
constriction in the channel through which substrates and reactants must pass. Therefore, there must be an 
internal breathing motion to facilitate this high reaction rate, but neither high resolution crystal structures 
nor solution scattering experiments to date have been able capture such a motion, or explain the dynamic 
function of this enzyme. Hence completely new structural dynamics methods will be required to follow 
structural dynamics in physiological conditions – either in response to direct triggering of the reaction 
(pump-probe) or have the capacity to capture rare transient events associated with spontaneous dynamics. 
LCLS-II will enable such studies using crystallography, time-resolved small and wide angle scattering, 
fluctuation scattering and single particle imaging as explained in the following sections. 
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Figure 69. Acetylcholine 
esterase structure, detailed 
view of the active site 
(alignment from homo 
sapiens, mus musculus and 
torpedo californica).14 

Structure & dynamics at high resolution – femtosecond crystallography 

Resolution 

Crystallography excels at revealing fine structural detail about the electron density in macromolecules. At 
LCLS and LCLS-II, the intense X-ray pulses uniquely enable measurements to be accomplished before 
damage can set in. This has made possible the study of crystals at room temperature and enabled the use 
of crystals typically smaller than usable at other X-ray sources. The study of membrane proteins and 
specifically GPCRs represents an important area illustrating the scientific impact of this capability.3, 7, 8 

LCLS-II will further enable these studies by providing X-rays above 12.7 keV. The advantage is not only 
higher resolution (which can be definitive in many cases) but also access to Single-wavelength or Multi-
wavelength Anomalous Dispersion phasing (SAD/MAD) at the selenium K-edge, techniques well-
demonstrated and proven at synchrotron sources. In bio-molecules where metal centers are present, 
radiation damage at a synchrotron sources often limits the achievable resolution. Shorter wavelength 
ultrashort pulses of X-rays at LCLS-II will enable new high resolution discoveries in biological sciences. 
Moreover, the variable gap undulator system will allow rapid scanning of the photon energy, enabling 
faster data collection of MAD datasets. 

Room-temperature 

In addition to limiting radiation-induced damage and allowing data collection at room temperature, 
ultrafast X-ray pulses provide access to dynamics and can provide a path to observe multiple 
conformations which are central to biological function. Biomolecules in crystals are expected to be in a 
more native state at room temperature, and they are less likely to be “frozen” or trapped in specific 
conformations as the thermal energy allows access to more of the conformational landscape (within the 
constraints of the crystalline structure). Evidence is now mounting that most crystalline structures are 
comprised of multiple conformations which can be extracted from crystallographic data with proper 
modeling.15 

Limitations in resolving the conformations of dynamic proteins impede the design and engineering of 
potential drugs or novel macromolecules with unique functions. The lack of dynamic knowledge also 
limits our understanding of the effects of disease and drug resistance mutations. Current protein structure 
models lack precise information on active sites that catalyze novel reactions. Drug resistance mutations at 
distant sites can increase the dynamics at an active site but the mechanisms are unknown. Room-
temperature studies can reveal cryptic drug pockets and advance our understanding of how mutations alter 
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protein function in diseases. Room-temperature studies at LCLS-II with high-throughput, combined with 
modeling will provide unique access to conformational as well as potentially dynamical information. The 
increased repetition rate here will provide access to rare conformations and enable sufficient statistics to 
be obtained to properly extract the natural dynamic information from the data. 

Dynamics 

A frontier goal for many structural biologists is to determine crystal structures of as many steps as 
possible around a proposed reaction cycle, including reactive intermediates – often metastable, higher-
energy states that are difficult to study by traditional crystallographic methods.16, 17 Macromolecular 
crystals are typically ~50% solvent, with water-filled channels traversing the crystal lattice. The average 
enzyme turnover takes 60 msec and the fastest rates are just below 1 µs.18-20 Small molecule substrates 
like O2 or sucrose diffuse via Brownian motion in water with rates that range from 2–0.5 μm2/msec. 
Furthermore, many substrates and enzymes exhibit electrostatic complementarity to yield binding steps 
that may be much faster than random diffusion. Therefore, most enzyme microcrystals (~1 μm per side) 
will equilibrate with their substrate many times faster than their overall reaction cycle. Thus, time-
resolved crystallographic analysis is potentially applicable to most enzyme reactions. Moreover, because 
of the complexity of catalysis and the uncertainty in interpreting electron density maps, time-resolved 
serial crystallography methods will benefit from correlations with complementary spectroscopic and 
kinetic methods (as discussed in Section 2.6.3). 

Beyond the increased resolution afforded by high-energy X-rays, the high repetition rate provided by 
LCLS-II offers a unique opportunity for higher throughput studies for generating larger data sets in a 
shorter time, with more time points measured during the dynamic process. This represents a revolutionary 
new capability for the study of dynamics in biomolecules as current experiments at LCLS can only collect 
a few sample points of a complete time sequence. The need for many indexed diffraction patterns leads to 
significant data collection time for each time point, and the repetition rate of LCLS-II will break this 
bottleneck.  

For most time-resolved crystallography studies, slow, viscous sample delivery media will not be adequate 
and a more efficient method to use fast flowing samples will be enabled by LCLS-II. Viscous jets 
typically flow too slowly to allow a well-defined laser illumination for example, with laser illumination 
covering a sample volume that takes many LCLS pulses to flow through the interaction region. This 
prevents the study of irreversible reactions entirely with such slow jets. The LCLS-II high repetition rate 
will allow fast jets suitable for time-resolved studies to be used efficiently without too much wasted 
sample. 

Direct pumping of photoactive sites by laser illumination is not the only method to initiate dynamics and 
a host of important studies can be driven by other stimuli, such as laser Raman pumping of water to create 
fast temperature jumps as well as rapid mixing and diffusion. In the latter case, the ability to rapidly mix 
reagents to obtain a high temporal resolution will rely on low viscosity samples, making fast-flowing 
water-based jets the only option. This is where the increased repetition rate of LCLS-II will again provide 
unique capabilities for studying many time points of a triggered reaction and allow exploration of 
multiple conformations and the identification of rare events. 

Some limitations are obvious and realized with the high repetition rate LCLS-II limited to 5 keV at the 
fundamental energy. Crystallography typically desires higher resolution and there is a clear desire for 
extending the energy range of the high repetition rate LCLS-II to as high as possible as soon as possible. 
However, some important scientific questions can be answered at lower photon energies. For example, 
the undocking of ferredoxin from photosystem I triggered by absorption of a visible light photon is not 
known even at low resolution and the high repetition rate LCLS-II might allow to better understand this 
system even using the lower energy X-rays. In the longer term, an increase in achievable photon energy at 
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high repetition rate would be of great benefit to characterize rare events and small conformational 
changes at the highest resolution. 

Native Phasing 

Another important capability of LCLS-II is high-repetition rate pulses in the 2-5 keV range, where 
absorption edges of many biologically relevant elements exist. For example, phasing close to the sulfur 
edge could provide a robust technique to phase many novel proteins at low resolution without the need for 
modifications or the use of other elements. Recent developments at the Diamond Light Source are 
demonstrating the power of sulfur phasing at low photon energies.21 Phasing at low resolution could be 
sufficient to allow inference of the phases to high resolution, thus providing a two-step approach to 
solving novel structures at high resolution. Phasing requires very high data quality and using an X-ray 
FEL beam this so-far has meant high data redundancy to average all the fluctuating parameters in the 
measurement. Very large data sets have been required22 and the higher repetition rate, combined with 
faster detectors will make phasing as a routine technique more realistic. Of additional importance is 
elemental discrimination for low-Z elements such as Na or Mg using anomalous scattering. In order to 
make full use of these capabilities, investment are likely required in instrumentation and detectors aimed 
at optimal use of the tender X-ray range. Specialized detectors such as the one developed specifically for 
sulfur phasing at the Diamond Light Source may be necessary for LCLS-II. 

LCLS-II will be capable of producing high-quality pulses with two distinct colors. This will open the door 
to multiple new possibilities. It will allow MAD phasing data to be collected with the two different 
wavelengths provided in a single pulse on the same crystal. This will allow much better scaling between 
the two-colors and should greatly reduce the time for collection of a MAD dataset. Combined with the 
increased repetition rate of LCLS-II and the likely improved capabilities for two-color generation 
compared to LCLS, this could provide a routine method for phasing novel structures. Access to two-color 
pulses around the selenium K-edge will also provide new phasing capabilities. 

Novel Techniques 

Another potential use of two-color LCLS-II pulses could enable novel time-resolved techniques that 
would again provide higher quality data with intrinsic scaling between the dark and light-activated states. 
In a technique called probe-pump-probe, delaying the two-colors would allow a time point before and 
after light activation to be measured, with a laser pump pulse coming between the two X-ray pulses of 
different colors. It should be possible to index each of the two crystal lattices on the same diffraction 
patterns independently and separate the first probe signal from the second probe. Again such a technique 
could open the door to many time-resolved applications and combined with the high repetition rate of 
LCLS-II, allow many more time points to be collected for any given experiment, making molecular 
movies a much more immediate reality. 

Finally, the continued trend of use of hybrid techniques will be critical to LCLS, with simultaneous use of 
protein crystallography and spectroscopy techniques to obtain complementary information on single 
shots, allowing better characterization of unique and rare events as well as a more complete understanding 
of dynamics in molecular movies. The example of photosystem II remains an excellent use of LCLS-II 
with short lived states requiring light activation in a highly-radiation sensitive molecule. The ability to 
characterize the electronic state of the manganese cluster via X-ray emission spectroscopy simultaneously 
with collecting crystal diffraction, at much higher repetition rates will allow movies with suitable time 
steps to be generated with LCLS-II. 

Bridging the Gap between Single-Particle Imaging and Macromolecular Crystallography 

Macromolecular crystallography provides an in-depth view of structures at an atomic level. Single 
particle X-ray scattering methods on the other hand will provide likely lower resolution structural 
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information of macromolecules in solution or in the gas phase. Although these two methods are 
complementary in nature, these two techniques alone do not span the full dynamic range of length scales 
of interest to biology. Medium-scale domain movements as observed in membrane protein dynamics, 
viral-capsid maturation or in the molecular machinery associated with DNA repair and protein synthesis 
are essential to the understanding fundamental biology, but are not well captured by crystallography or 
single particle diffraction. 

In order to obtain a full imaging coverage of the complete spatial dynamic range of length scales of 
interest to biology, additional techniques are required to bridge the gap. Traditionally, small and wide 
angle X-ray scattering (SAXS/WAXS) has fulfilled this niche, capturing large and medium scale motions 
in protein.23 The FEL-based extension of this method, named fluctuation X-ray scattering (FXS) or 
correlated X-ray scattering (CXS) as discussed in the Section 2.6.2, enriches traditional SAXS/WAXS 
data by providing experimental access to intensity correlations that are directly related to molecular 
structure. Using iterative or model based phasing routines, one can obtain high-quality 3D representations 
of the electron density of the model under investigation. If a ground state or partial model is available, 
existing real-space modeling techniques can be used to interpret the derived electron density.  

The high repetition rate of the LCLS-II will allow rapid acquisition of high-quality scattering data from 
ensemble of molecules. The additional information that can be obtained from these experiments is 
highlighted in Figure 70 where a shape reconstruction from synthetic SAXS/WAXS data is compared to 
one obtained from synthetic intensity correlation data. As can be seen in Figure 70, the level of 
recoverable detail from the intensity correlation data is far greater than what is retrieved from the 
SAXS/WAXS data.24 

 
Figure 70. The added value of FXS data as compared to SAXS data is demonstrated on 
synthetic STMV data.24 A density section of the STMV reference model is shown on 
the left. The scale bar is 10nm. Ab initio models generated from SAXS (middle) data 
show significantly fewer details as compared to those obtained from FXS data (right). 
This increase in recoverable detail will provide new biological insights from 
macromolecules in solution that cannot be obtained via traditional scattering methods. 

Molecular movies via single-particle imaging 

One of the original grand visions for X-ray FELs is the ability to image non-crystalline and non-
reproducible structures with single femtosecond X-ray pulses. The underlying concept is that the X-ray 
pulses from FEL sources are so intense that the imaging process outruns the X-ray induced sample 
damage, while also having enough photons in the incident pulse to produce a measurable and 
interpretable diffraction pattern in a single shot.1 Initial single particle imaging experiments at LCLS have 
produced single-shot coherent diffraction images of viruses 25, bacteriophages 26, organelles 27, and 
cyanobacteria 28 to name a few. First data sets have been assembled into three dimensional images.29 In 
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addition to biological systems, single shot diffractive imaging has been used to study the morphology of 
aerosols 30, power density dependent damage processes in atomic clusters 31, and superfluid quantum 
systems.32 

Important opportunities for single particle imaging in biology include the investigation of proteins that do 
not crystalize as well as determining the energy landscapes of nanomachines. The unique advantages of 
imaging with intense X-ray pulses are the possibility to image the specimen at physiological temperatures 
in their native environment and to follow their dynamics from the shortest timescales of bond-breaking to 
long timescales of large conformational changes. 

The optimum conditions for single shot particle imaging are subject of much debate, and active research.9 
Biological samples are typically only weak scatterers, leading to low signal-to-noise ratios in the collected 
data. Sample heterogeneity complicates the assembly of complete data sets, and of course in many 
complexes, the heterogeneity is of significant relevance for biological function. Sample injection 
techniques need to be refined for the delivery of high-concentration beams of pristine particles. In order to 
address these scientific and technical challenges, LCLS has developed a roadmap towards single particle 
imaging with 3 Å resolution9 and launched the Single Particle Imaging initiative, consisting of 100 
scientists from 20 institutions spanning 8 countries. The initiative covers all aspects of SPI, from ultrafast 
X-ray induced damage processes to sample delivery and algorithm development.  

LCLS-II has the potential to uniquely benefit single particle imaging for the investigation of biological 
function. Extrapolating today’s knowledge, there is evidence suggesting that the optimum region for 
single particle imaging is in the tender X-ray range between 2 keV and 6 keV, which may represent the 
best compromise between scattering cross-section and resolution (see Figure 71). With the possibility of 
delivering the Cu-linac electron beam to the soft X-ray undulator of LCLS-II comes the opportunity for 
high pulse intensities in this regime that could allow recording single shot snapshots of biological 
specimen with high contrast and nanometer resolution. Conversely, using the high repetition rate of LCLS 
big data sets of low contrast data under controlled conditions can be recorded with XFELs for the first 
time that can then be assembled into energy landscapes. Both aspects are explained in more detail below. 

 
Figure 71. Expected diffraction signal from a macromolecule (Rubisco, MW: 550,000)33 at LCLS-II in a 1 m 
focus. The figure shows the number of scattered photons on the entire detector surface (top row) and on the 
central part of the detector (bottom) as a function of photon energy. Pulse energy: 2 mJ (10 mJ with 20% beam 
line transmission), top-hat focus profile at 1 m focus. A smaller focus would further enhance the signal. 
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High-intensity single-shot X-ray imaging in the tender X-ray regime 

A full three-dimensional reconstruction of single particles requires reproducible samples exposed to the 
X-ray beam one-by-one in different orientations.1, 29, 34-36 Each of the conformers may be present in a 
number of different conformational sub-states. How reproducible is a “reproducible object” and how well 
can we distinguish between similar and dissimilar structures will affect the resolution in the reconstructed 
image.37 

Imaging one particle at a time has the potential of separating conformational states and thus to image the 
entire ensemble of structures of a protein.38 This provides a fingerprint of structural dynamics. Each X-ray 
shot is a unique structure measurement and the exposures can be sorted to explore differences, first at a 
coarse-grained level, and then at increasingly higher levels of resolution and complexity as permitted 
from the measurement. A prerequisite for sorting different structural states is the ability to capture enough 
information in each exposure. One has to be able to tell if two shots originate from the same conformer or 
from two different conformers. Achieving this requires the highest possible information content per shot, 
and this in turn requires very intense pulses.  

One of the grand challenges in structural sciences is to determine experimentally the conformational 
phase-space of large macromolecules. Without the ability to separate different structural states, incoherent 
addition of dissimilar structures will lower the overall resolution of a 3D reconstruction. Grouping 
dynamic structures into unique structural sub-states opens a path to solving them separately at higher 
resolution.  

The results will provide an experimental survey of the conformational phase space of macromolecules, 
and will offer comparison with molecular dynamics (MD) simulations. There are strong synergies 
between MD and single particle imaging, the former capable of simulating dynamics of small systems at 
time scales reaching about a millisecond, while X-ray FEL imaging can easily be extended to much 
longer time scales. The snapshots captured by an X-ray FEL pulse can be compared with MD simulations 
and should be able to reveal which conformations sampled by the simulation are present in the 
experiment, what is their relative ratio, offering a direct way to validate MD simulations. If successful, the 
techniques would truly augment each other to provide a combined structure that is reliable at both low 
resolution, high resolution, and in time.  

Biological function, conformational movies, and energy landscapes from low contrast large 
data sets 

Elucidating function is a paramount goal of structural biology. Biological function often involves 
important conformational changes. Determining the conformational spectra (“movies”) of molecular 
machines and the energy landscapes traversed in the course of function represents an important new 
frontier in biology.39 LCLS-II has the potential to provide unprecedented access to conformational movies 
and energy landscapes associated with biological function at physiological temperatures. 

Extensive experience in cryogenic electron microscopy (cryo-EM) has established that it is possible to 
extract three-dimensional structure 40, conformational movies, and energy landscapes from experimental 
ultralow-signal snapshots of biological entities viewed in unknown orientations at unknown points in their 
work cycle (Figure 72).41 Biological machines function under severe Brownian bombardment, and no 
single observation is fully reproducible. Reliable information necessitates averaging over homogeneous 
(i.e., sorted) ensembles. The richness of a conformational movie and the detail with which an energy 
landscape can be mapped depend critically on the number of available snapshots.41 
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Figure 72. (A) Three views of a cryo-EM 
map of the 80S ribosome from yeast, with 
arrows indicating four key conformational 
changes associated with the elongation work 
cycle of the ribosome. (B) The energy 
landscape traversed by the ribosome. The 
color bar shows the energy scale. The 
roughly triangular minimum-free-energy 
trajectory is divided into 50 states. The 
arrows indicate the structural changes 
between seven selected states, each identified 
by its place in the sequence of 50 states.41 

It is well established that detailed structural information can be recovered from snapshots with extremely 
low signal. Three-dimensional structure, conformational movies, and energy landscapes are now routinely 
extracted from image snapshots with signal-to-noise ratios as low as 0.06.40-42 The same capability has 
been demonstrated for simulated 35, 36, 42, 43 and experimental diffraction snapshots containing as few as 10 
diffracted photons per frame.44 Current experimental diffraction snapshots of large viruses, in contrast, 
contain millions of scattered photons from the object of interest.27 However, substantial shot-to-shot 
variations in extraneous factors –such as scattering from apertures and particle injectors, as well as 
difficult-to-control detector nonlinearities - severely degrade the available information. Developments in 
the source, optics and instrumentation to fully utilize LCLS-II have the potential to reduce such 
extraneous variations to levels small compared with the (conformational) signal from the object. 

The enhanced repetition rate of LCLS-II, combined with improvements in shot-to-shot uniformity in the 
incident illumination and detector response, can be expected to revolutionize our ability to obtain 
molecular movies of biological machines at physiological temperatures, and the energy landscapes 
traversed in the course of biological function. 
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2.6.2 Dynamics, structure and function of biological assemblies in near-native environments 

Synopsis 

The relationship between the structure of macromolecular assemblies, how this structure changes upon external 
influences and its function of the entity plays a fundamental role in biology. Whereas protein crystallography is 
the technique of choice to determine interactions at an atomic level in and between macromolecules and its 
cofactors, in general the technique is limited to long-lived structural species that are able to form crystals. 
Techniques such as small and wide angle X-ray scattering (SAXS/WAXS) have been able to provide insight in the 
structure of macromolecules, unconstrained by a crystal lattice, but suffer from lack of information due to the 
inherent one-dimensional nature of such data. Fluctuation X-ray Scattering (FXS), also known as Correlated X-
ray scattering (CXS) is an extension of these techniques that allows the extraction of significantly more 
information than possible using traditional scattering methods. 

Fluctuation X-ray scattering from an ensemble of molecules in solution, using X-ray pulses from an FEL with 
exposures of <100 femtoseconds, result in diffraction patterns with a wealth of additional information in the 
form of speckle. Subsequent extraction of angular correlations of the scattering intensity results in a dataset with 
three-dimensional information content far exceeding what can be obtained with synchrotron solution scattering 
methods, and closer to what can be obtained from single particle studies. The capabilities of LCLS-II will allow 
these experiments to be performed in a routine fashion, such that the screening of a large number of ligands and 
metabolic analogues can be accomplished rapidly with minimal amount of sample. The application of 
fluctuation or correlated X-ray scattering in the study of time-dependent reactions is another crucial scientific 
opportunity provided by LCLS-II. These time-resolved experiments will allow one to visualize structural changes 
in membrane proteins and, when performed at higher energies, are capable to track detailed structural changes 
associated with ligand binding 

Introduction 

Structural information provides important insight into the understanding of matter. The link between 
structure and its properties can suggest new avenues for designed improvements of materials or nano 
particles. For samples without long-range order, such as solutions of biological macromolecules, 
disordered organic polymers or magnetic domains, as well as (partially) ordered materials, such as self-
assembled block-copolymers, liquid crystals or assemblies of nanoparticles, structural information can 
efficiently be obtained using traditional small and wide angle X-ray scattering (SAXS/WAXS) 
techniques. The samples without long-range order typically display angular isotropic X-ray scattering 
patterns where the mean intensity as a function of scattering angle is directly related to the average shape 
and local organization of the material investigated.  

The isotropic nature of these SAXS/WAXS diffraction patterns is a result of orientational averaging of 
the scattering species due to the fact that the X-ray exposure exceeds that of rotational diffusion. The 
advent of pulsed X-ray sources such as free-electron lasers allows one to reduce the exposure times below 
that of rotational diffusion such that the non-isotropic intensity fluctuations (or speckle) in the scattering 
pattern can be resolved. The first experimental demonstration of this technique, known as Fluctuation X-
ray Scattering (FXS) or Correlated X-ray Scattering (CXS) was provided by Kam, Koch & Bordas on 
frozen Tobacco Mosaic Virus in the early days of synchrotron-based small-angle scattering.45 
Subsequently, fluctuation scattering has been used to detect hidden symmetries in colloids46 and magnetic 
domains 47 as well as for structure determination of 2D particles.48, 49 X-ray FEL-based fluctuation 
scattering data and structure determination has produced preliminary results from single inorganic 
nanoparticles 50, 51 and single polystyrene dumbbells.52 

Information is extracted from the experimental speckle patterns by computing in-frame angular intensity 
correlations.53 These angular intensity correlation curves, can be used for structure determination, either 
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via reciprocal-space techniques 54, 55 or via real space methods.50 In earlier studies FXS has been presented 
as a method to overcome experimental and theoretical hurdles in single particle imaging, but recent 
developments indicate that the true potential of this technique comes to fruition when combined with 
known atomic models.24, 51 

 

Figure 73. The reconstruction of a 
pentameric protein (left) from FXS/CXS 
data results in the absence of assumed 
symmetry (middle) and when enforcing 5-
fold rotational symmetry (right) results in 
a 12Å and 7 Å reconstructions. Image 
taken from ref. 56. 

The fluctuation or correlated scattering experiment requires the acquisition of a large number of 
femtosecond X-ray snapshot on a continuously renewed ensemble of molecules. The high repetition rate 
of the proposed LCLS-II would allow the rapid acquisition of this data, to the extent that multiple 
experiments can be done on the protein sample under different conditions or in a time-resolved fashion. 
Current state-of-the art FELs, like LCLS and SACLA have limited repetition rates that are insufficient to 
collect fluctuation scattering data of a protein sample bound to a variety of potential inhibitors. The 
maximum possible repetition rate of LCLS-II is likely to be set by the sample delivery system and 
detectors rather than by the machine itself. Current estimates suggest that a rep-rate of 10 kHz should be 
feasible, resulting in the ability to collect a half a million images within 10 minutes. The tender X-ray 
region (~2-5keV) accessible at high repetition rates at LCLS-II will allow data collection up to q-values 
normally associated with standard SAXS experiments (q<0.5A-1). Higher X-ray energies ~10 keV (either 
from the LCLS fundamental at 120 Hz or higher harmonics at high repetition rate from LCLS-II) will 
allow data to be collected in the WAXS region, up to q-values of 2 Å-1. These q -ranges will provide 
sufficient resolution for structural information of unknown samples. 

Capabilities 

As shown in Figure 73 (Section 2.6.2), the additional information obtained from the speckle patterns, 
provides access to higher order Fourier components of the molecular transform otherwise only accessible 
via crystallography or single particle diffraction methods. Although it is has been argued57 that a general 
structure might not be uniquely determined by its fluctuation scattering data, it is unclear whether this 
non-uniqueness corresponds to small perturbations around a single solution, several clusters of solutions, 
or a continuum of solutions. It is furthermore unclear if prior knowledge, such as density histograms or 
symmetry can satisfactorily break remaining ambiguities, and likely depends on the complexity of the 
structure. As shown by Donatelli and coworkers,56 ab-initio structure solution from FXS data is possible 
using iterative phasing methods, Figure 73. As shown earlier, shape reconstruction from SAXS data alone 
does not nearly provide as much detail as those obtained from FXS/CXS data,24 ultimately allowing 
structural details to be obtained that can aid in the resolution of complex biological questions. 



Revealing Biological Function on Natural Length and Time Scales 

137 

 

Figure 74. Difference maps 
obtained from synthetic data from 
a perturbed model, with knowledge 
of the structure of the ground state. 
Image from ref. 58. 

In the case where data is collected from a known model that has been perturbed, FXS/CXS data can be 
used to calculate difference maps, highlighting local structural changes in a known model (Figure 74). 
Fluctuation X-ray scattering, like X-ray crystallography can thus provide an easy route to visualize 
electron differences induced by ligand binding, pH changes or upon photo-excitation. Unlike 
crystallography, the sample doesn’t have to be in the crystalline state. Given the high-throughput nature 
of the experiment, allowing one to screen a large library of drug-like or metabolic compounds, this 
technique can provide a valuable asset in the development of drugs or the understanding of fundamental 
biological processes like membrane protein dynamics.58 

 

Figure 75. Simulated FXS data (top) for 
two states of HK97, Head-II (solid line) 
and intermediate IV (dotted line), 
indicates that FXS data (l=2,4) is more 
sensitive to small structural changes as 
compared to standard SAXS data (l=0) 
alone, as seen from the relative changes 
in FXS data (bottom). 

Scientific Avenues 

High throughput experiments on static samples 

Solution scattering has provided the structural biology community with an understanding of the nature of 
structural changes and flexibility of macromolecular complexes in solution. Given the aforementioned 
drawbacks of SAXS/WAXS, the associated confidence intervals or uniqueness of structural models, the 
use of Fluctuation or Correlated X-ray scattering will radically improve upon this technique. The use of 
LCLS-II to provide scattering data in a high-throughput fashion, would allow rapid collection of 
structural information of proteins under a variety of conditions. It would, for example, allow the study of 
the maturation stages of the viral capsid of common viruses and provide essential insight in how to inhibit 
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or regulate this essential step in the life-cycle of most viral agents. Although this problem is currently 
analyzed using traditional solution scattering methods, the use of femtosecond exposure and availability 
of angular intensity correlation will provide order of magnitude in sensitivity to structural changes, as 
shown in Figure 74. 

The current capabilities of LCLS and SACLA, in terms of rep rate and brightness, do not allow the 
collection of a large number of datasets within a reasonable time frame. When studying biological 
systems, the protein concentration, the effect of pH, ionic strength of the buffer, the presence of additives 
such as ligands are typically varied as to obtain the best possible data or gain specific insight. With the 
current repetition rates, a systematic study of all significant factors is not possible unless a large amount 
of beamtime is available. Collecting half a million shots per sample at LCLS requires a little over an hour 
to obtain a complete dataset. The proposed repetition rate of LCLS-II will cut this time down to a little 
under 10 minutes, assuming fast enough area detectors are developed, making it possible to optimize 
sample conditions and explore the parameter space to get the best possible and most relevant data.  

Combinatorial ligand and metabolic cofactor screening 

Macromolecules in the living cell do not work in a (metaphorical) vacuum, but interact with cofactors, 
metabolic products and other partners to perform their function. It is precisely these interactions and their 
interplay in larger systems that make biological processes complex and hard to decipher. High-throughput 
methods in small and wide angle scattering have allowed the elucidation of these interactions using 
conformational mapping techniques 59. By performing a combinatorial ligand screen, monitored by 
SAXS/WAXS data, structural similarities between protein states bound to different ligands can be 
classified on the basis of their scattering patterns, providing a shape classification of the complexes that is 
linked to the function of the sample. In order to perform this experiment, a large number of complexes 
need to be studied to get a holistic view of the behavior of the protein subjected to a variety of ligands or 
metabolic compounds. The need for a large number of datasets to extract biological information requires a 
high rep-rate machine, such as LCLS-II. The combinatorial screening approach outlined above can be 
combined with the difference map capabilities showcased above. If the structure of the apo-protein is 
known, or if a good reconstruction is available, the autocorrelation data from these experiments can be 
used to generate difference maps resulting in three-dimensional views of the location of the ligands, 
possible binding modes and other structural changes.  

Time resolved measurements at atomic resolution 

Fluctuation X-ray Scattering offers the potential to measure structural details for biomolecules. If this can 
be done at atomic resolutions, then the data can provide constraints on the detailed conformation of a 
biomolecule such as an enzyme during the course of its trajectory in a functional reaction with a substrate. 
In order to achieve atomic resolution, scattering must be measured at large momentum transfer or angles, 
essentially the same as those used in biomolecular crystallography. For resolutions on the scale of 2 Å 
needed for modeling the interaction of small molecule drugs with biomolecules, the X-ray energy must be 
greater the 2 keV. This would require a detector covering all angles and for practical matters, an energy 
above 4 keV is highly desirable. Benefits exists with the high repetition rate increases of LCLS-II using 
the superconducting accelerator as well as from using the potential Cu linac beam in the SXR undulator 
for an increased pulse energy in the tender X-ray range. High resolution measurements could also make 
use of the higher photon energies available above 11 keV at low repetition rates. 

Given the fact that the signal to noise in the final reduced data of these experiments scales with the square 
root of the number of images, and that the correlation signal scale inversely with the 8th power of the 
momentum transfer, the high repetition rate of the LCLS-II is required to allow the acquisition of millions 
of images within a reasonable time as to perform time resolved studies, following protein dynamics along 
the reaction coordinate.  
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2.6.3 Understanding the relationships between electronic structure & biological function  

Enzymes enable living organism to perform thermodynamically highly demanding chemical 
transformations under ambient conditions and as close to the thermodynamic limit as possible. This is 
often achieved by breaking down of steps requiring a high redox potential/ high barrier into several 
sequential steps that each exhibit a lower barrier and by a fast stabilization of charge separated states due 
to electron transfer chains, generating stable charge separated states with minimal loss of stored energy 
content. In addition the enzymatic systems are often highly regulated in order to control the synthesis of 
desired products and avoid the release of toxic or wasteful side or alternate reaction products and have 
integrated self-repair capabilities. All these aspects are highly desired features for artificial catalysts but 
their targeted implementation is not well established. Therefore understanding enzymatic catalysis in 
natural systems can provide valuable insight for the optimization of catalytic processes that are of 
tremendous importance in many areas of society, e.g. in the chemical industry, for the energy sector or for 
the production of fertilizers. 

By employing one or several metal ions in its catalytic site, enzymes can tailor their reactivity and achieve 
bond activation of substrates that is not possible using only “light” atoms as C, N, O, S and P. Such metal 
clusters play a key role in many of the most important energy conversion enzymatic reaction cycles, e.g. 
in respiration, photosynthesis, nitrogen fixation but also in many highly relevant health related processes 
(e.g. production of NO as a signaling molecule in NO synthase, deactivation of potentially harmful 
chemical species as in catalase, synthesis of nucleotides in ribonucleotide reductase). The structures of 
selected metal active sites from important enzymes are shown in Figure 76. These include the NiFe center 
in hydrogenase, an enzyme catalyzing the two electron reduction of protons into molecular hydrogen; the 
FeMo cofactor of nitrogenase, catalyzing the eight electron reaction of converting dinitrogen into 
ammonia; the water oxidizing complex of photosystem II, catalyzing the four electron oxidation of water 
into dioxygen and protons in photosynthesis; the FeCu center of cytochrome c oxidase, catalyzing the 
reverse reaction of reducing oxygen and protons to water in respiration.  

For such metal-containing systems the geometric structure is a first but often not sufficient step to fully 
understand their function. Rather, the static picture of the structure of the catalytic site by itself does not 
explain the reactivity and specificity of the catalyst, key questions that have to be answered in order to 
extract working principles of such systems and transfer them into optimized synthetic systems. A 
molecular-level understanding of how transition-metal complexes catalyze reactions, and in particular of 
the role of short-lived and reactive intermediate states involved, will be critical for such optimization. The 
deep understanding necessary for this translation has to include information regarding the electronic 
structure of the active site and changes of it over the reaction cycle. Therefore a multi-dimensional 
structural approach will be necessary following not only the evolution of the atom dynamics by structural 
methods, as crystallography or solution scattering (see Sections 2.6.1 and 2.6.2), but also follow changes 
in the electron configuration and spin state in the individual atoms. Here X-ray spectroscopic methods 
with their specificity towards selected elements and chemical speciation can play a major role. The 
reactivity is dominated by the frontier orbitals and recent advances in the quantum-chemical treatment of 
large systems indicate that calculations of atom-specific frontier-orbital interactions will become feasible 
in the near future. Corresponding experimental approaches to provide similar information from biological 
systems under in-situ conditions are largely missing. Experiments at LCLS-II, utilizing the high repetition 
rate of intense fs X-ray pulses in the soft X-ray regime, can uniquely fill this gap.  
 
Many of the spectroscopic approaches employed for studying catalytic reactions in smaller molecules, as 
described in Section 2.2 will eventually be transferable to biological systems, provided that the 
experimental conditions can be adapted to cope with the specific challenges connected to the study of 
biological systems, including lower concentrations of active sites, faster damage rates and higher intrinsic 
heterogeneity.  
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Figure 76: Structures of active sites of several metalloenzymes, showing the metal center and surrounding 
amino acids. Shown are (from left to right) the NiFe center of hydrogenase, the FeMo cofactor of 
nitrogenase, the Mn4CaO5 cluster of the water oxidase photosystem II and the hemeA CuB center of 
cytochrome c oxidase.60-63 

Biological systems are intrinsically dilute systems and the achievable metal concentrations for samples of 
metalloenzymes are often in the sub millimolar range. Thereby, any way to increase the signal that can be 
obtained from such systems by either increasing the flux, changing the spectroscopy method, or 
experimental setup is of extreme importance. In addition, redox active metal centers are intrinsically more 
prone to radiation-induced modifications during X-ray measurements compared to the protein scaffold 
itself 64, 65. This circumstance often severely limits the radiation dose that can be applied at synchrotron 
sources even at cryogenic temperatures. Here the fs pulses of an X-ray FEL can be used to extract 
information before the X-ray-induced modification of the sample has taken place. The huge advantage of 
using X-ray FEL pulses instead of a synchrotron source is therefore often not only the increase in the time 
resolution achievable, but also the ultrafast nature of the probe that avoids the damage. This allows 
probing the same sample volume with orders of magnitude more photons compared to a synchrotron 
experiment without inducing damage within the time span of the probe pulse (few 10’s of fs).  

Initial experiments at X-ray FELs have already leveraged both of these advantages for spectroscopic 
studies of solution samples under ambient conditions66-70 and first attempts of X-ray spectroscopy on 
metal enzymes were reported using the Mn K-edge emission from the Mn cluster of photosystem II at 
LCLS 6, 71. While transition metal K-edge studies can provide important information regarding oxidation 
and spin state of a metal center, the L-edge region is more informative, as it can provide electronic 
structural information with significantly better resolution. The natural line widths at the L2 and L3 edges 
are about one-fourth of those at the K-edge (~0.3 eV for L-edge vs ~1.2 eV for K-edge), therefore more 
amenable to theoretical analysis. Furthermore, the soft X-ray signal will be more intense, since 2p → 3d 
transitions are allowed under dipole selection rules, while only s → p transitions are allowed at the K-
edge and the greater sensitivity to the occupancy of the 3d orbitals provides a better indication of the 
oxidation states and symmetry of the complex involved.  

In contrast to the field of material sciences, where metal L-edge spectroscopy of 3d transition metals has 
been used widely to provide important electronic structure information through X-ray absorption (XAS) 
and emission spectroscopy (XES), as well as 2p → 3d resonant inelastic X-ray scattering spectroscopy 
(RIXS), this region has not been exploited for biological samples. The current average flux available at X-
ray FEL sources hinders the extension of such experiments to concentration regimes relevant for 
metalloenzymes. At LCLS, it is feasible to collect L-edge spectra of transition metals in metalloenzymes 
and such efforts are currently underway 69 but they are at the limit of the current possibilities. However, 
extending this approach beyond the L-edge spectra into two-dimensional electronic spectra by conducting 
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RIXS experiments is not possible in dilute systems. Such experiments would require several months of 
beam time, rendering them practically infeasible. Leveraging the greatly increased repetition rate of 
LCLS-II in the soft X-ray regime such experiments could be conducted within a few days. For example, 
L-edge RIXS on solutions with a metal concentration around several 100 mM is possible today at LCLS 
70 and a 100x-1000x increase in repetition rate would enable similar experiments with biological samples 
that have metal concentrations in the mM range.  

Extending the biological soft X-ray spectroscopy beyond the L-edge spectra into two dimensional 
electronic spectra by conducting RIXS experiments would allow obtaining a detailed picture of the 
electronic structure (electron localization/delocalization and spin states) in the studied system (see Figure 
77a for a schematic representation of the process and detailed explanation of the technique in section 
2.2.1) and probing the local chemistry at the catalytic site. This would allow understanding of the 
relationship between electronic structure and function of metalloproteins on an atomic and quantum-
chemical level, leaving the classical “ball-and-stick” approach behind.  

While increasing X-ray flux helps collecting RIXS data from dilute samples, a caution is necessary as 
there is possible electronic structural damage at very high doses. In the case of extreme doses (in the 
range of GGy), direct effects due to multiple ionizations are observed, e.g. RIXS on metal complexes in 
solution using fs pulses at LCLS showed new features due to the electronic damage at high dose with 2 
mJ/pulse 70. Also, SFX experiments on the Fe enzyme ferredoxin at the 100 nm focus at the CXI 
instrument indicated changes in the FeS clusters,72 compared to low dose datasets, in agreement with 
simulations.73 These results indicate that just increasing the brightness of individual pulses might not be a 
feasible strategy to increase the signal level from dilute systems, and the damage to the electronic 
structure under high fluence has to be studied carefully. On the contrary increasing the repetition rate 
while keeping the level of photons/pulse and replacing the sample fast enough to keep up with the 
repetition rate, will allow obtaining spectral information from dilute systems in drastically reduced time 
while circumventing potential electronic damage to the sample. This makes the capabilities of LCLS-II an 
ideal match for the experiments described here. 

The next step would then be to integrate the two-dimensional X-ray spectroscopy with a pump-probe 
setup to trigger the studied reaction and follow the evolution of the RIXS plane over time. Here some of 
the possible phenomena, for example excited state dynamics, are ultrafast (see Figure 77b). In such cases 
the fs pulses of LCLS-II would serve a dual purpose, a) ultrafast probe to enable “probe-before-
destruction” time measurements and b) studying ultrafast transient states in the sub-ps to ps time regime. 
But also for the study of transients in slower reactions that are important for the bond forming/breaking 
chemistry taking place in nearly all metal cluster catalyzed enzyme reactions (e.g. see Figure 77c for 
transition times in photosystem II), the ability to perform ambient condition ‘undamaged’ time resolved 
RIXS studies will add tremendous information about the evolution of the electron density over the 
reaction cycle. RIXS gives unique chemical resolution, and is expected to reveal the dynamically 
changing population of various electronic sub-species. Such measurements would complement 
approaches that probe structural dynamics, e.g. by crystallography or solution scattering in these 
processes. The combined information can be directly correlated with density functional calculations that 
describe the frontier orbitals and their change as a function of the reaction coordinate. 
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Figure 77: a) Scheme for 2p-3d RIXS process for the example of a Fe system. The energy loss (or energy transfer) 
spectrum is measured for a series of excitation energies (hin) across the metal absorption edge to obtain the two 
dimensional RIXS plane. B) Kinetic scheme for ultrafast decay processes occurring in a heme molecule after light 
excitation.74 C) Catalytic scheme for the S-state transition in the Mn4CaO5 cluster of photosystem II with transition 
times ranging from 30 s to 1.1 msec. 

One prime example that could profit from L-edge spectroscopy at LCLS-II is the catalytic center of the 
membrane protein complex photosystem II that catalyzes the light driven oxidation of water in plants, 
algae and cyanobacteria. This molecular machine combines three functional units. The first one is a light 
collecting antenna domain populated with numerous chlorophyll and carotenoid co-factors that channels 
the absorbed light via excitation transfer to the second component, the reaction center. Here the primary 
charge separation takes place within picoseconds, and subsequent electron transfer steps spanning the 
width of the membrane stabilize this initial charge separated pair quickly. The stable primary donor cation 
then extracts in turn an electron from the third functional part of the complex, the catalytic site for water 
oxidation. The Mn4CaO5 cluster at this active site acts as a charge storage device and accumulates 
oxidation equivalents after each light induced charge separation in the reaction center of photosystem II. 
After accumulating four oxidation equivalents the cluster undergoes a reduction concomitant with the 
oxidation of the bound substrate waters and release of the formed dioxygen (c).  

Tremendous progress has been made in the structural characterization of this catalytic center in its resting 
state, culminating in the recent high resolution structure based on diffraction images collected under non-
damaging conditions using X-ray FEL pulses at SACLA.75 But this static picture does not provide the 
necessary information to deduce the electronic configuration of the metals in the resting state and the flow 
of electrons within the catalytic center and the substrate during the reaction cycle. Many suggestions 
about possible reaction mechanisms have been put forward 76-78 but no experimental method so far has 
provided definitive evidence for deciding between them. First attempts have been made to monitor this 
reaction under physiological conditions with SFX and spectroscopy experiments at LCLS 5, 6, 71. The 
necessary more detailed information about the electron flow could be obtained by spectroscopy at the 
Mn-L edge, especially Mn L-edge RIXS. Even the static RIXS measurement under ambient conditions is 
not possible with the current average fluence of LCLS. The high rep rate of LCLS-II would allow not 
only conducting such measurements in the resting state but beyond that to probe various delay times 
within the catalytic cycle within a reasonable measurement time. This approach would allow a molecular-
level understanding of how this transition-metal complex catalyzes the formation of molecular oxygen, 
and in particular of the role and nature of short-lived and reactive intermediate states that cannot be 
trapped/monitored with other methods. This information will be critical for extracting design principles 
that can be used to optimize artificial water oxidation catalysts. 

Many enzymatic reactions proceed in the s to msec time scale making the repetition rate of 100 kHz to 1 
MHz of LCLS-II an ideal match. One can envision using the resulting pulse spacing in the s to 100 s 
range to follow these processes in their natural time scale, similar to the probe-pump-probe approach 
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described for crystalline samples in section 2.6.1. In this approach the beam would be defocused to lower 
the dose significantly below the damage threshold and a train of pulses would be delivered to the same 
sample volume over the time window of interest, e.g. up to several millisecond and the detector would be 
read out for each single shot. After this pulse train the sample would be replaced and a new measurement 
started. The high repetition rate would here compensate for the lower signal/shot. Such an approach could 
be used for various techniques, e.g. X-ray emission, X-ray absorption and combined scattering and 
spectroscopy experiments.  

Access to high repetition rates in the tender X-ray region enabled by LCLS-II, along with optics and 
instrumentation developments, would also allow to access transition metal absorption edges that are not 
available at LCLS. One example here is the Mo L-edge at 2.5 keV. Mo is part of the FeMo cofactor in 
nitrogenase and studying the evolution of the electronic structure of this cluster over the reaction cycle of 
nitrogen fixation from both the view of Fe and Mo would allow a deeper understanding of the mechanism 
of this highly important reaction. Such studies could also be combined with diffraction measurements at 
limited resolution (around 5Å). 

The novel access to the tender X-ray region at LCLS would also enable XAS of P, S, and Ca, all of them 
playing important roles in many biological systems. The K-edge (at 4 keV) of Ca has a rich pre-edge 
structure that is very sensitive to the local structure of the binding site. One could follow time resolved 
changes in the Ca XAS to monitor changes in Ca ligation during an enzymatic reaction. Similarly, 
sulphur is often involved in metal ligation in active sites and following sulphur XAS (at around 2.47 keV) 
over a reaction cycle would elucidate the involvement of the sulphur ligands in the reaction mechanism. 
Here specificity against the large background of sulphur atoms present in the protein could be achieved by 
difference XANES, as the edge position and shape of sulphur changes over a wide energy range with 
change in the chemical speciation/oxidation state.  

Extending the seeded beam capabilities it might be possible to probe two different elements at the same 
time, e.g. ligand K-edge and transition metal L-edge. One example here would be probing the oxygen K-
edge and the Fe L-edge at the same time in oxygen activating Fe enzymes using two color X-ray emission 
spectroscopy. 

A preferred method to obtain very high-resolution structural information about the first and second shell 
ligation of a specific center is EXAFS (extended X-ray absorption fine structure). EXAFS allows 
determination of bond distances to levels of <0.05 Å, an accuracy in general not achievable with 
macromolecular crystallography for biological systems. Pioneering work at LCLS has shown the 
feasibility to record transition metal K-edge XAS from model systems with concentrations in the 50 mM 
range. Lemke et al. exploited transient XANES to follow time-dependent changes in the local structure of 
a Fe center67 and reasonable quality spectra where obtained within about 1 hour of measurement time. By 
using the 3rd harmonic of LCLS-II one could exploit the cw super conducting LINAC to obtain high 
repetition rate pulses in the hard X-ray regime necessary for reaching for example the Fe K-edge (7.11 
keV) or alternatively use the fundamental of the Cu-LINAC at 120 Hz. Due to the high repetition rate, 
even considering the low yield of the 3rd harmonics (~ 0.5-1% of the fundamental), there would still be a 
substantial gain in sensitivity (from improved statistics at high rep rate) and achievable photons over time 
compared to the current LCLS capability. This would allow performing XANES and even EXAFS with 
biological samples in the mM concentration range within reasonable measurement times. 

Experimental approaches & impact of LCLS-II 

The envisioned time-resolved RIXS experiments on biomolecules are basically limited by the currently 
available photon flux. On the contrary the instrumentation available already should be sufficient for initial 
experiments with the high rep rate X-ray source and integrating detectors. For biological L-edge RIXS 
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spectroscopy the current resolution level of standard RIXS spectrometers is sufficient. Also, given a 
stable temporal overlap between optical pump and X-ray probe integration of many shots on a slow 
detector would be possible, allowing the use of the full repetition rate of the X-ray source with currently 
available detector technology. Sample replacement with current injector technologies79, 80 is feasible and 
for example allows replacement of the sample by several 100 m between individual shots at a repetition 
rate of 100 kHz. The energy range necessary for L-edge 2p-3d transition metal RIXS would be from 
several 100 eV to ~ 1 keV, depending on the L-edge position of the transition metal studied, ideally 
matching the proposed capabilities of LCLS-II.  
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3.0 New Experimental Approaches 

3.1 Multidimensional X-ray Spectroscopy 

Over the past several decades, 2nd and 3rd generation synchrotron sources have enabled the development 
of a wide range of incisive linear probes of the electronic, atomic, and chemical structure of matter. 
Examples include X-ray emission spectroscopy, X-ray absorption spectroscopy, and inelastic X-ray 
scattering, to name just a few. As a MHz X-ray laser, the unique capabilities of LCLS-II will open the 
entirely new fields of nonlinear X-ray science and multi-dimensional X-ray spectroscopy. 

In general, multi-dimensional X-ray spectroscopy incorporates time-ordered sequences of X-ray pulses to 
generate a signal that is a function of multiple time delays and/or photon energies. These are nonlinear 
coherent wave mixing techniques in which X-ray pulses are used as both a pump, to prepare specific near-
equilibrium states of matter, and as a probe of these evolving states. Where there are numerous variations 
of these multidimensional methods, they share in common the attempt to view coherent evolution, which 
ordinary linear spectroscopy can never see. These new tools rely on simultaneous combinations of: high 
peak power, high average power (high repetition rate), spatial coherence, temporal coherence, and 
tunability which is only available from a facility like LCLS-II. 

Multi-Dimensional Spectroscopy: 
From NMR (radio waves) to Infrared to Visible to X-rays 

Nuclear magnetic resonance (NMR), as an analogous technique, illustrates the tremendous potential 
impact of multi-dimensional X-ray spectroscopy. NMR incorporates sequences of radio-frequency (RF) 
pulses to generate a two-dimensional signal-map (based on the Fourier transform of the time intervals 
between pulses) that is a fingerprint of specific chemical structures, and their relationship within a 
molecular complex. Over the past decade, multi-dimensional spectroscopy (enabled by ultrafast laser 
sources) has been extended to the infrared1-3 (to provide a fingerprint map of the coupling between 
different vibrational modes in a molecule) and to the visible regime3-5 (to map the dynamic quantum 
coupling between electronic states). These techniques are invaluable for following quantum coherences 
and charge relaxation between electronic states in systems ranging from chlorophyll (responsible for light 
harvesting in photosynthesis) to excitonic states in semiconductors (for a review, see ref. 3). 

Figure 78 illustrates a multi-dimensional electronic spectroscopy measurement of the bacteriochlorophyll 
photosynthetic reaction center5. This light-harvesting complex consists of seven coherently-coupled 
exciton states. The multi-dimensional spectroscopy map (Figure 78, lower right) shows the coupling 
between these exciton states – a snapshot of the coherent and incoherent transfer of charge population 
between the seven states at a delay of 1,000 fs delay following the initial excitation. 
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Figure 78. Top: Generalized schematic of multi-dimensional electronic spectroscopy using a four-wave mixing 
geometry with a three-pulse sequence (k1, k2, k3). The signal of interest is the nonlinear polarization P(3)

S (kS=-k1+k2+ 
k3) — shown here resolved in phase and amplitude via heterodyne detection with a local-oscillator field k4. Bottom: 
2D electronic spectra snapshot (at 1000 fs delay, t13) of bacteriochlorophyll photosynthetic reaction center5 which 
consists of seven coherently-coupled exciton states (lower right). The two (energy/frequency) axes of the 2D 
spectrogram are the Fourier variables corresponding to the delay t12, and the delay between k3 and ELO. 

X-ray Multi-Dimensional Spectroscopy 

In the X-ray region, the tremendous promise of multi-dimensional spectroscopy lies in the capability to 
follow coherent charge flow and energy relaxation on fundamental (attosecond to femtosecond) time 
scales with access to the full range of valence states (unrestricted by dipole selection rules). Importantly, 
the element specificity provided by X-rays (tuned to core-level absorptions) will enable us for the first 
time to follow charge and energy flow between constituent atoms in materials. These essential capabilities 
are not attainable using infrared or visible laser pulses, and will provide critical insight to correlated 
electron systems and molecular complexes with strong coupling between electronic and nuclear 
dynamics. Figure 79 illustrates two multi-dimensional X-ray spectroscopy schemes: stimulated X-ray 
Raman spectroscopy, and core-hole correlation spectroscopy. 
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Multi-Dimensional Spectroscopy – Stimulated X-ray Raman  

Figure 79 presents an example and outlines the theoretical basis for coherent or Stimulated X-ray Raman 
Spectroscopy (SXRS)6. Whereas conventional optical Raman spectroscopy techniques exploit visible or 
infra-red laser fields to probe lower-frequency vibrational resonances in matter, SXRS uses X-rays to 
probe valence excitations in matter (Figure 79b). One may consider SXRS as a powerful extension 
(stimulated version) of spontaneous X-ray Raman processes such a RIXS (as discussed in sections 2.1 
and 2.2).  

The power of this multi-dimensional technique is that it creates a localized valence excitation, or coherent 
electronic wavepacket, via a resonant stimulated Raman scattering process originating from the core level 
of a specific atom (see Figure 79b). A probe pulse in resonance with a second atom can then follow the 
time evolution of the wavepacket, and the flow of valence charge between different atomic sites, via 
various interaction mechanisms, for example: X-ray absorption spectroscopy, photoelectron spectroscopy, 
or via a second SXRS process (as illustrated in Figure 79b). The potential impact of this new approach is 
illustrated in Section 2.1, Figure 2 which shows recent SXRS simulations of ultrafast energy transfer 
dynamics in a Zn/Ni porphyrin heterodimer which are of interest as model components in artificial light 
harvesting and photosynthetic complexes.7 

In a multi-dimensional implementation, the initial excitation is created by a pulse-pair, and a third pulse 
(in a phase-matched geometry) reads out the scattered Raman signal. Thus, SXRS measures a third-order, 
(3), four-wave mixing process whereby a sequence of three incident pulses (three fields): En(kn,n)|n=1,2,3, 
generate a stimulated signal, e.g., Esig(-1+2+3), in the momentum-matched direction, ksig=-k1+k2+k3. 
The Fourier transform of the signal with respect to the time delays of the pulses creates a two-dimensional 
map of the valence electronic states and their evolution. Importantly, since the final state is not core-
excited, but only valence-excited, multidimensional signal-maps can be measured over much longer time 
scales than are possible with core-hole correlation techniques. 

 

 
Figure 79. Multi-dimensional spectroscopy schemes using sequences of two-color pulses (A). (B) Illustrates 
stimulated or Stimulated X-ray Raman Spectroscopy (SXRS) in which localized valence excitations <f1|g1> and 
<f2|g2> are created and probed via resonant Raman processes at specific atoms.  This approach creates a local 
valence excitation, and enables element-specific probing of charge flow. (C) Illustration of core-hole correlation 
spectroscopy in which resonant core-level excitation of two atoms is used to probe the coupling between their 
respective valence states f1 and f2. 
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Multi-Dimensional Spectroscopy - X-ray Core-hole Correlation 

A complement to core-hole correlation spectroscopy is core-hole correlation spectroscopy (Figure 79c)3, 8 
– essentially the equivalent of two-dimensional electronic spectroscopy the X-ray regime. It exploits 
nonlinear interactions with coherent X-ray pulses to probe correlation effects between pairs of valence 
electrons excited at different atomic sites in a molecule. 

Figure 80 presents an example in which core-hole correlation spectroscopy probes the quantum coupling 
between nitrogen- and oxygen-associated valence states in different isomers of aminophenol. Here, two 
pulses probe the aminophenol molecule, one centered at 400 eV (N) and the other at 535 eV (O), in 
resonance with the 1s core excitations in N and O atoms, respectively. In the coherent four-wave mixing 
process, the target molecule interacts with three X-ray pulses separated by times t12 and t13 and emits a 
fourth pulse with temporal profile S(t, t13, t12). The two-dimensional Fourier transform of this signal with 
respect to t12 and t13 yields a two-dimensional electronic spectrum in frequency space. Off-diagonal 
features in this 2D spectrum are present only when there is correlation between the two excited valence 
electrons on the N and O atoms; no signal should be seen in the Hartree-Fock limit of independent 
orbitals. Calculations show that the extent of this correlation depends not only on molecular structure (i.e., 
it differs in ortho- and para- aminophenol, but also on the nature of the molecular orbitals excited within 
the energy envelopes (10 eV) of N and O

8. An important criterion for core-level correlation 
spectroscopy is that the X-ray pulse durations must be faster than the Auger decay time (~5 fs9), since 
Auger decay suppresses the correlation signal of interest. 

 

Figure 80. Valence and core-
excited states of aminophenols of 
para and ortho isomers of 
aminophenol, and the predicted 
corresponding 2D X-ray core-
hole correlation maps. The off-
diagonal cross-peaks (right map) 
indicate the quantum mixing 
between nitrogen- and oxygen-
associated valence states (mixing 
of the N-1s and O-1s XANES 
spectra). Such quantum effects 
are absent in the para isomer due 
to the separation of the O and N 
atoms. (from ref. 8). 

 

Multi-Dimensional Spectroscopy – LCLS-II 

Following is a broader description of some of the compelling advantages of investigating valence electron 
dynamics and correlated phenomena via multi-dimensional X-ray spectroscopy: 

• Temporal (or phase) information—unavailable from conventional RIXS measurements, which probe 
the spectral density-density correlation function S(q,) in the frequency domain but without phase 
information. Powerful capabilities of time/phase measurements include: (1) distinguishing different 
contributions to the density-correlation spectral distribution, e.g. homogeneous versus inhomogeneous 



Multidimensional X-ray Spectroscopy 

152 

distributions of correlated states, and (2) following emergent properties as they evolve from 
perturbative non-equilibrium conditions created by tailored electronic or vibrational excitations ranging 
from the THz to the X-ray range (e.g., modulation or manipulation of correlated states via coherent 
vibrational modes or charge-transfer excitations). 

• Element and chemical state specificity—essential for understanding the correlation between valence 
states associated with particular atomic or molecular orbitals. For the first time it will be possible to 
directly follow the coherent flow of valence charge between different atomic sites in time, energy, and 
space. This ability will be extremely powerful for understanding mixed-valence molecular complexes, 
dilute-magnetic semiconductors, multiferroics, charge-transfer complexes, cuprates (electronic states 
coupled to Cu orbitals versus O orbitals), and much more. Although conventional RIXS is element 
specific, it is not able to distinguish coherences across different atoms. 

• Symmetry selectivity—sensitivity to specific valence states (e.g., 3d versus 2p) and the capability to 
distinguish spin and orbital moments via powerful soft X-ray dichroism effects. 

• Access to the entire manifold of valence momentum sates — since the soft X-ray excitation 
wavelength is comparable to the unit-cell/molecular size (k vector large compared to the Brillouin 
zone), the strict dipole selection rules that mediate optical transitions are substantially relaxed. The 
momentum space spanning the entire Brillouin zone can be sampled with exquisite resolution. Soft X-
ray transitions from core levels directly probe important d-d excitations that are optically forbidden. 

• Quantum selectivity—pulse sequences and momentum matching allow one to effectively isolate 
specific terms of the contributing Liouville-space pathways that comprise the theoretical description of 
coupled quantum systems based on a time-dependent perturbation approach. This selectivity makes it 
possible to distinguish for example coherent charge coupling from incoherent charge transfer, electronic 
relaxation from excited-state absorption etc. In combination with element specificity and ultrafast time 
resolution, this capability will constitute a major breakthrough for understanding correlated systems. 

Multi-dimensional X-ray spectroscopy and nonlinear X-ray science will be hallmarks of LCLS-II as they 
require capabilities that are not available from any other X-ray source. High peak-power X-ray pulses are 
just one of several essential requirements. Equally important is the ability to control the degree of X-ray 
nonlinearity while resolving small signals with high fidelity. High repetition rate is absolutely essential to 
achieve this in order to avoid disrupting the electronic states (or other sample attributes) that are being 
investigated. An important benchmark to recognize is that the scientific impact of multi-dimensional laser 
techniques was realized only after the development of multi-kHz and MHz ultrafast laser sources. These 
lasers combined both high peak power and high average power to enable extremely sensitivity 
measurements of controlled near-equilibrium interactions of laser pulse sequences with matter. 

Feasibility 

Recent theoretical predictions and experimental results indicate that stimulated X-ray emission (and 
related nonlinear X-ray processes) are readily achievable with X-ray lasers. X-ray absorption cross-
sections provide a starting point for rough feasibility estimates for nonlinear X-ray processes. Typical 
absorption cross-sections are ~10-18 cm-2 per atom (e.g. for 1s transitions in low-Z elements and 2p 
transitions in first-row transition metals). Thus, the “threshold” for nonlinear interaction is ~1017-1018 
photons/cm-2 in a pulse duration on the order of the core-hole lifetime (~5 fs9). This corresponds to ~109-
1010 photons/pulse in a 1 m focus (~1016 W/cm2 at 500 eV). Estimates based on X-ray nonlinear 
susceptibilities lead to similar conclusions for the required X-ray peak power density.6, 8 Note that modern 
nonlinear optical spectroscopy experiments typically operate in the perturbative regime, ~0.1 photons per 
cross-section, in order to avoid distortion of the spectral signal of interest from saturation and other 
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unwanted effects. Thus the scientific impact of modern nonlinear and multidimensional optical 
spectroscopies relies substantially on high laser repetition rates to compensate low signal levels and 
enable experiments in the perturbative regime. LCLS-II will be the first laser to provide this capability in 
the X-ray regime. 

Beyond these initial estimates, Haxton and McCurdy have applied multiconfiguration time-dependent 
Hartree-Fock methods to model a simulated Raman process in NO molecules with two pulses at 393 eV 
and 403 eV (3×1017 W/cm2 and 5×1016 W/cm2 respectively).10 In this ultrafast two-color stimulated 
Raman process (via auto-ionizing states) a population transfer of ~41% into valence excited states of NO 
is predicted, with ~30% ionization of the initial ground state, as shown in Figure 81. In this strongly 
nonlinear regime, SXRS effectively competes with ionization and other nonlinear effects. 

 

Figure 81. Simulated 2-color X-ray 
Raman simulation in NO molecules 
via multiconfiguration time-dependent 
Hartree-Fock methods. Population 
transfer of ~41% to valence states is 
observed, with ~30% ionization of the 
initial ground-state population.10 

 

Predictions of SXRS in atomic sodium by Miyabe and Bucksbaum11 using perturbation theory and time-
dependent non-perturbative approaches show similar results, with a 10% saturation predicted at 5×1015 
W/cm2, and significant Rabi oscillation effects appearing for intensities >2×1016 W/cm2. Since the 
coupled valence states in sodium are separated by ~3 eV, the Raman transition probability is quite 
sensitive to pulse bandwidth in these calculations. Simulations of resonant stimulated X-ray scattering at 
the Co L3-edge by Stöhr and Scherz,12 using the Bloch-Rabi formalism, predict observable effects at ~1013 
W/cm2. At this level, the stimulating X-ray field is comparable to the zero-point field responsible for 
spontaneous scattering. Finally, recent experimental studies at the Si L-edge (115 eV) show clear 
evidence of stimulated emission at peak power densities of ~5×1012 W/cm2, as illustrated in Figure 82.13 
The stronger effects observed in Si are attributable in part to the larger absorption cross-section and 
longer core-hole lifetime, ~19 fs. 
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Figure 82. Stimulated non-resonant X-ray 
emission at 115 eV from the Si L3-edge. The 
grey area identifies the region between 
spontaneous emission and saturate 
stimulated emission for the experimental 
geometry (inset). Red symbols show (a) the 
measured counts/shot as a function of 
incident photons/pulse, and (b) measured 
counts/shot normalized by the incident 
photons/pulse.13 
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3.2 Heterogeneous Ensembles: Fluctuations, Structure and Function 

 

Synopsis 

X-ray scattering is a well-utilized experimental technique in material, energy and mesoscale sciences that 
provides fundamental insights into the structure and organization of matter, from micrometer down to 
sub-nanometer-length scales. A fundamental assumption in many experiments and subsequent data 
analyses is that the sample is statistically isotropic. The availability of state-of-the-art X-ray sources and 
detectors redefine the limit of what can be considered isotropic. Fluctuation scattering provides the 
underlying theoretical and practical framework for scattering experiments from such samples. Although 
current and future X-ray sources will allow the acquisition of this type of scattering data in a routine 
fashion, there is a lack in understanding of both the theoretical and practical aspects of this method, 
preventing the optimal utilization of current X-ray sources. 

Introduction  

In the design of materials or engineered nanoparticles, knowledge of the structure of matter provides 
important clues to understanding the performance of the desired function and suggests directions about 
how to engineer further improvements by linking structure to property.1-4 Small and Wide Angle X-ray 
Scattering (SAXS/WAXS) has become a standard technique for the characterization of materials.5 
Materials such as solutions, disordered polymers or other materials without long-range order have X-ray 
scattering patterns that are typically angularly isotropic.6 The dependence of the mean intensity to the 
scattering angle is directly related to the average shape, local and long-range order of the material under 
investigation, as seen in Figure 83.  

Scattering analyses of bulk materials provides researchers with a comprehensive technique that allows 
them to characterize the structure of matter in terms of correlation lengths in a material7 often associated 
with specific structural features such as lamella, spherical or cylindrical morphologies. The analysis of 
single particle data is similar and provides an estimate of the radius of gyration, a low-resolution shape of 
the particle, or anisotropy and polydispersity of the scattering species7. The theoretical foundations of the 
analyses of X-ray scattering can be traced back to fundamental work performed by Debye,8 Kratky and 
Porod,9 Guinier & Fournet10 and others. A fundamental assumption in the analyses of scattering data and 
derivation of X-ray scattering theory is concisely summarized by Porod:7  

“The system is statistically isotropic” 

 

Figure 83: Traditional X-ray scattering analysis reduces a two-
dimensional isotropic X-ray scattering pattern to a one-dimensional curve 
depicting the mean intensity versus resolution. The information contained 
in the data can be expressed as the radial pair distance distribution, 
expressing the distribution of interatomic distances in the material. 
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The consequence of this assumption is that X-ray scattering data of statistically isotropic materials can be 
described by a single curve depicting the dependency between mean scattered intensity and the scattering 
angle. A SAXS curve I(q) can be described by the product of two components, namely a structure factor 
S(q) and a form factor I0(q). Whereas the form factor I0(q) captures the scattering behavior of the isolated 
particles, the structure factor describes the effects of the packing of the objects. In the case of dilute 
systems, the structure factor is gas-like and equal to 1 and the scattering curve depends fully on the shape 
of the particle via the form factor I0(q).  

Under the assumption of a statistically isotropic material, the expression of the intensity, as stated above, 
can be described as the 0th order Hankel transform11, 12 of the radial distribution function (r): 

 
𝐼(𝑞) ∝ ∫ 𝛾(𝑟)𝑟2𝑗0(𝑞, 𝑟)

∞

0

𝑑𝑟  
 

(1) 

where j0(q, r) is a spherical Bessel function of order 0. The radial distribution function provides an 
average overview of the surrounding of each scattering element. Because of the assumption of an 
isotropic system, this distribution depends on a radius only.  

In the absence of additional information, apart from an experimental SAXS curve, the only real-space 
information that can be obtained from the SAXS curve of a statistically isotropic material is the one-
dimensional radial distribution function (r). This function (r) can be obtained from the experimental 
data via an inverse Hankel transform and is practically accomplished via minimizing a trial distribution 
(r) such that its Hankel transform fits the experimental data.13 Only when additional prior information is 
used to supplement the SAXS data, such as the notion of topologically connected scattering density or a 
basic idea of the shape or symmetry of the particle or material under investigation, additional higher-
dimensional structural parameters can be derived. In the case of scattering from isolated, mono-disperse 
particles, for instance, restraints on the topological connectivity of the scattering mass can result in 
reasonable 3D reconstructions of the particles at low resolution.14, 15 

The main success of X-ray scattering methods in the analyses of materials, particles and fluids stems from 
the fact that the experiment is relatively straightforward, providing a wide variety of research 
communities with the basic tools required to probe the structural and dynamical properties of their 
samples. In spite of the success of SAXS/WAXS, the information content in one-dimensional scattering 
data severely limits the amount of structural details that can reliably be extracted from experimental 
scattering curves. The availability of additional experimental data will allow one to probe different, more 
detailed spatial characteristics of materials and provide the research community with structural 
information with a higher degree of confidence than can be obtained with traditional scattering methods. 

New Opportunities 

The advent of ultra bright coherent X-ray sources, fast detectors, and high-performance computing opens 
up new avenues in X-ray scattering of materials. Specifically, ultra short femtosecond pulses from the 
LCLS and proposed LCLS-II redefine which type of materials can, from a scattering point of view, be 
considered to be statistically isotropic. In a traditional scattering experiment, with long exposure times 
and a large beam size, localized structural features resulting in diffraction anisotropy are buried in the 
noise of data. By reducing the beam size, these localized structural irregularities become more prominent 
in the scattering patterns. Furthermore, the ability to record scattering patterns at high-repetition rates 
allows researchers to collect a large number of scattering patterns, allowing one to overcome inherent 
signal to noise challenges. 
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Figure 84: Fluctuation scattering 
curves of a 2D system are the 
squared amplitudes of a Polar 
Fourier Transform (PFT) of the 
2D autocorrelation function 
(r,) of the material under 
investigation. 

Under experimental conditions readily available at an FEL, a small focal spot, a coherence length that 
exceeds the length scale of interest and the ability to take exposures below rotational diffusion times, a 
number of experimental systems show signs of angular anisotropy in the scattering patterns.3, 16-18 The 
angular anisotropy in scattering patterns of disordered systems can be detected by computing angular 
correlations of the scattering data,19, 20 revealing average rotational symmetries in reciprocal space. Due to 
the presence of multiple scattering species in the beam and the presence of counting noise, a large number 
of images are required to guarantee statistical significance of the data.17 This experimental technique, first 
conceived by Kam20, 21 is known as fluctuation scattering. 

Fluctuation scattering extends small and wide-angle scattering 

To understand the nature of the data obtained from a fluctuation scattering experiment, it is instructive to 
consider the case of a two-dimensional scattering system, such a nanoparticles randomly oriented in the 
plane. Basic scattering theory shows22 that the diffraction pattern of a 2D system is proportional to the 
Fourier Transform of the 2D-autocorrelation function (r,) of the sample. The angular average of this 
scattering pattern is equal to a traditional SAXS curve. If instead of a “standard” Fourier Transform in 
Cartesian coordinates, a Fourier transform in polar coordinates (a Polar Fourier Transform11) of the real-
space autocorrelation function is performed, Polar Fourier expansion coefficients Pl(q) are obtained.11, 12 
The square of the amplitudes of these complex expansion |Pl(q)|2 coefficients comprises a fluctuation 
scattering data set, as seen in Figure 84. Experimentally, these squared amplitudes of the polar Fourier 
expansion coefficients are accessible by computing the average angular autocorrelation function 
C2(q,)6 and decomposing it in orthogonal functions.  

Although an overlap with traditional X-ray scattering is present, the practical difference between 
SAXS/WAXS and fluctuation scattering is very significant. Not only does fluctuation scattering require a 
radically different approach to data acquisition and analyses as compared to standard X-ray scattering, the 
resulting data provides insights in the average anisotropic distribution of scattering matter in disordered 
systems. The fundamental differences between X-ray scattering and fluctuation scattering demand the 
development of new approaches rather than mere incremental improvements of existing methods. A key 
difference between SAXS and FXS data collection is the number of images required. Whereas a complete 
SAXS dataset will typically be obtained in less than five exposures, a complete FXS dataset requires 
significantly more shots, ranging from 50 to more than 10,000 images, depending on the system. Given 
the availability of fast detectors and bright X-ray beams, these measurements can be performed relatively 
quickly.  
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The increased demand to understand materials at various length scales beyond the isotropic assumption 
can be fulfilled by the capabilities of the LCLS-II. The successful deployment of this method will have a 
large impact on a wide variety of scientific disciplines, as it will allow for a more thorough 
characterization of the samples under investigation, ultimately leading to new and improved materials that 
can play a pivotal role in addressing the nation’s energy needs. 

Current uses of fluctuation scattering data 

The use of experimental angular correlations in the analyses of scattering data is currently limited to a few 
studies summarized below: 

 In 1981, Kam, Koch and Bordas21 show evidence of angular correlations from TMV scattering 
patterns. 

 In 2009, Wochner, Dosch and coworkers16 show the existence of angular correlations in 
disordered colloidal systems and utilize these correlations to determine local symmetries. 

 In 2011, Saldin and coworkers23 use angular correlation to determine the structure of a gold 
nanorod using direct phasing approaches. 

 In 2011, Su, Kevan and coworkers17 investigate the presence of angular correlations in 2D 
magnetic domains.   

 In 2012, Chen, Zwart and coworkers3 use angular correlations in the structure determination of 
Pt-coated Au-nanodumbbells. 

 In 2013, Pedrini and coworkers18 use angular correlations to determine the 2D structure of 
metallic nanoparticles. 

 In 2013, Starodub and coworkers24 use angular autocorrelations obtained from single particle 
scattering FEL experiments to determine the 3D structure of an object with cylindrical symmetry. 

 In 2013 Malmerberg, Poon, Zwart and coworkers (to be published) have obtained angular 
autocorrelations from biological nanoparticle FEL scattering and use these in 3D structure 
determination, Figure 85. 

 

Figure 85. Top row: orthogonal 
sections of the mean model 
describing experimental 
carboxysomes fluctuation scattering 
data as obtained by our unconstrained 
real-space procedure. Bottom row: 
observed (blue) and model-based 
(red) angular autocorrelations for two 
q-values. Further analysis is ongoing 
(to be published). 

As can be seen from these  applications, the focus of the method has been largely on the use of angular 
correlations to determine the structure of nanoparticles and less on non-particulate systems. The work by 
Wochner et al16 and Su et al17 highlight the difficulties associated with the interpretation of angular 
autocorrelation data from non-particulate systems. The community at large is currently working on the 
development of methods to analyze non-particulate data from, for instance, block-copolymer-based 
organic photovoltaic materials. Fluctuation scattering on energy-related materials can be further enhanced 
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by performing the experiment across a resonant edge. This approach will allow for the spatio-chemical 
structure determination of novel materials, essential to the nation’s energy needs.  

Fluctuation scattering can provide a wealth of experimental information exceeding what can be obtained 
from traditional scattering methods. The proposed parameters of the LCLS-II instrument — high rep-rate 
and high flux — will result in an ultimate fluctuation scattering machine capable of generating the 
required number of exposures within a reasonable time.  
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3.3 X-ray Cinematic Micro-Tomography with Chemical Imaging 

The high repetition rate of the LCLSII lends itself to imaging dynamic processes. Being able to 3D image 
chaotic real time processes such as turbulent flame combustion, liquid jet breakup, fracture propagation in 
materials, and self-ordering in crystallization allows for digital recording of the entire process, which, in 
turn, allows for the validation of computational models. Validation of such models allows for 
development and optimization of the process under study at a rate much faster than that achieved by 
experimental development alone. This has clear economic and innovation advantages. Imaging with X-
rays allows penetration through samples in environmental chambers and thus the creation of more 
realistic in-situ environments that can be used to validate the computational models.  

Radiographic Imaging of Flames 

Choice of suitable X-ray energy can selectively image chemical species of interest. Figure 86 shows the 
current state of the art for the soft X-ray spectroscopic imaging of a non-turbulent flame in laminar flow.1 
Figure 86 shows absorption radiographs of a flame obtained at different wavelengths that allow for 
reactant species identification. The conversion of CH4 to CO to CO2 is clearly monitored within the 
flame, but this two-dimensional imaging scan of a stable symmetric flame took many minutes to record 
by raster scanning a small synchrotron X-ray beam over the sample. 

 
Figure 86. (a) Visible light image (left) and radiographs of a methane/oxygen stable symmetric flame at 30 torr at 
different wavelengths showing spatial distribution of starting, intermediate and final products. (b). Absorption 
spectrum of flame showing characteristic fingerprinting peaks that allow for chemical identification of  the various 
gaseous reactants.1 

3D Imaging of Stochastic Flames Using LCLS II 

Gas flows in stochastic flames require temporal resolutions of ~10 µsec and spatial resolutions of ~10 
µm. This implies gas velocities of ~1 m/sec. As such, the 0.1-1 MHz repetition rate of the LCLS II is well 
suited to the instantaneous imaging of flames and the soft X-ray energy of the source is well matched to 
spectroscopically identifying various combustion intermediates and products. The chemical reactions 
occurring in the turbulent flow of a flame is inherently three- dimensional in nature. Snapshot imaging of 
the flame in 3D is required. This can be achieved by limited view tomography and the application of the 
new computationally intensive iterative tomographic reconstruction codes 2 with the additional constraints 
imposed by motion-tracking algorithms such as optical flow, gradient approaches, and spatiotemporal 
analysis.3-5 For example, a single-snapshot 3D reconstruction of the sample from a small number of views 
is inherently noisy; but with the use of motion tracking algorithms such as optical flow providing 
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additional constraints to the reconstruction algorithms, an improved signal to noise 3D movie will be 
practical despite limited sample views.  

Figure 87 shows the schematic of one such experimental arrangement with soft X-rays illuminating a 
convex grating in conical diffraction geometry. The convex grating diverges the beam to provide a 
several-millimeter field of view for a sample flame. The conical diffraction provides multiple diffraction 
orders and, following reflection from a multilayer mirror, multiple instantaneous views of the sample can 
be recorded via the MHz cameras. Figure 87 shows five beams; but with appropriate choice of grating, 
the light energy can be directed into more diffraction orders and more sample views, dependent on the 
experimental requirements. Given 1010 h/pulse with adequate spectral resolution to fingerprint reactants, 
a grating efficiency of ~10% for the weaker 2nd order, a multilayer reflectivity of ~30%, a sample 
absorbance of ~30% and a 1x1 K area detector, the estimated flux at the detector is ~100-500 
h/pixel/pulse, which is adequate for 3D imaging on the 10 sec timescale. Other optical schemes in the 
soft X-ray range can be envisioned, such as the use of transmission gratings and whispering galleries.6 

 

3D Imaging at Higher X-ray Energies 

The use of harder X-rays allows for 3D imaging of denser samples such as liquid jets during breakup 
following injection to a combustion chamber 7 or thin materials undergoing structural fracture 8. The same 
methodology applies where the optics are arranged to achieve multiple views. For hard X-rays, crystals 
are used. Figure 88 shows a schematic of such an arrangement where Si(111) and Si(220) crystals are 
used at different angles to provide five views of the sample at 5 keV. Additional crystals and crystal 
planes and Laue and Bragg diffraction can be used to increase the number of views or change energy. An 
energy of 5 keV shown here allows adequate penetration and absorption through a 200 m thick octane 
jet sample being injected into a 10 mm diameter chamber of air at 10 bar. The small pressure container is 
made of thin walled beryllium. 

Summary  

The general theme of 3D cinematic tomographic is the simultaneous view of the sample from multiple 
directions. Newly developed iterative reconstruction routines allow for only a few views and the 

 
Figure 87: Schematic arrangement for the use of the LCLS II soft X-ray output to 3D image a flame. Plan view: 
the grating dispersion is out of the paper plane, as is the flame axis.  
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additional constraints imposed by motion-tracking optical flow algorithms, gradient approaches, and 
spatiotemporal analysis constraint the individual images, improving reconstruction and reducing noise. 
Various optical schemes can be devised to optimize for a particular X-ray energy range of interest.  
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Figure 88: Schematic arrangement for the use of the LCLS II using 5 KeV X-rays to 3D image an octane liquid 
jet breakup inside a 10 mm diameter beryllium cylinder at 10 atmosphere of air simulating fuel injection into an 
internal combustion engine. 
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4.0 Instrumentation 

4.1 X-ray Optics & Beamlines 

Approaches to mitigate wavefront distortion with high power beams 

To preserve the X-ray wavefront both in and out of focus, the demands on mirror shape precision are very 
high. In the case of the LCLS II mirrors, a shape error of 0.5 nm rms is required. With the average power 
delivered by LCLS II, the preservation of such shape precision becomes even more challenging. 
Therefore, the cooling and holding schemes are very important. The need to preserve such a high quality 
on long mirror surfaces differentiates the LCLS II optics requirements from those at a synchrotron 
radiation facility.  

For the LCLS II mirrors, liquid nitrogen cooling will not be employed to avoid mirror contamination 
issues. Instead, the mirrors will be side cooled with water. This cooling must also be compatible with a 
bender. Being nearly diffraction limited, the FEL X-ray beam divergence changes with photon energy. 
Moreover, the first mirror will reflect the third harmonic in some cases and at higher photon energy 
absorb it. Therefore, the power absorbed by the mirror can be very different at different photon energies.  

The cooling of a mirror is optimized when the length of the cooling pad corresponds to the full width half 
maximum (FWHM) of the beam footprint on the mirror. For the LCLS II mirrors, this condition is not 
possible, because of the variable X-ray divergence. This effect can be mitigated by using three 
independent water circuits, providing flow to 5 separate cooling pads shown in Figure 89. The cooling is 
provided by fins entering into troughs machined into the side of the mirror. The troughs are then filled by 
Gallium-Indium eutectic in order to guarantee a good thermal contact between the silicon mirror and the 
cooling pads. 

 
With this variable cooling scheme, it is possible to preserve a shape error of 0.3 nm rms for an incident X-
ray power of 40 W. Higher powers, up to 200 W can be accommodated without damage to the optics, but 
with somewhat reduced performance. Examples of the performance reduction at different powers are 
shown in Figure 90.  

 

Figure 89: Illustration of the cooling system adopted for the 1 m long mirror. The cooling pads have fins, which 
enter into troughs. The different colors of the cooling pads indicate which pads share the same water circuit. The 
position of the bender is also shown. 



X-ray Optics and Beamlines 

165 

 
In addition to the aspherical deformation of the mirror due to the heat load, there is also a spherical 
thermal term. To correct this term, the mirror will be equipped with a motorized bender to remove the 
convex radius of curvature. The bender will employ an off-axis pusher close to the optical surface of the 
mirror shown in Figure 89. The two pushers will be controlled by a single motor and calibrated in the 
optical metrology laboratory. 

Combined hard and soft X-ray beams  

There are a few ways to combine the hard and soft X-rays into the same beamline. The soft and hard X-
ray undulators are spatially separated by 2.5 m. If both beams are supplied by the superconducting linac, 
there is a 5 ns minimum delay between X-ray pulses from the separate undulators. The two beams must 
be matched in time (with a variable delay) and space. To bring the soft X-rays into the hard X-ray 
beamline, the lateral displacement should be covered in the near experimental hall (NEH). For photon 
energies from 0.3 to 3 keV and mirrors coated with B4C, the grazing incidence angle may be 11 mrad. At 
this angle, four mirrors can make the hard X-ray and soft X-ray beams collinear within the NEH. The 
total delay from the deflecting mirrors is only ~300 ps. To reach 5 ns, the difference in path between the 
soft and hard X-rays has to be 1.5m. A four-crystal monochromator delaying the hard X-ray beam is a 
possible solution. The delay line must have variable diffraction angle and distance between crystal pairs. 
It requires a complicated, but feasible mechanical system.  

Splitting and recombining X-ray beams 

Multidimensional X-ray spectroscopy will require, in general, multiple X-ray beams intersecting the 
sample. A transient grating has been achieved by using an amplitude dividing mirror 1. Here, a split and 
delay concept is described. Beam splitting can be realized by a mirror, which reflects half of the beam and 
lets pass the other half undisturbed. Such mirror is usually made by realizing a chamfer at end of the 
substrate and polishing the useful area until the edge of chamfer. This mirror is used as the first and last 
elements of a delay line, shown in Figure 91. This concept is a modification of the designs adopted at 
FLASH and Fermi@Elettra. Here, all the mirrors stay in the same plane and on the same side of the 
incoming optical path. This solution permits access to higher photon energies with a more compact 
system. The principle is the following: M1 (the beam splitter) deflect half of the beam upward. The other 
half follows the red path hitting the mirrors M5, M6, M7 and M8 (all of which are fixed). The deflected 
fraction of the X-ray beam goes along the blue path, reflecting from mirrors M2, M3, and M4. By moving 
together M2 and M3, one can vary the delay between the two X-ray beams. The two X-ray beams (red 
and blue) are recombined after M4. This mirror is identical to M1, with the chamfer toward the source. 

 

Figure 90: Focal spot profiles of the X-ray beam from perfect mirrors (red curves) and from mirrors irradiated 
by 20 or 200 W powers cooled in the manner described above. From left to right, are the cases of 200 eV photon 
energy and 200 W power, 750 eV and 20 W and 1300 eV and 200 W. 
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By using an angle of incidence of 10 mrad for the fixed internal part of the delay line and of 14 mrad for 
the mobile external part, one can obtain delays fr0m -100 fs to more than 1 ps in a 4 m overall length.  

 
This split and delay design concept can be applied as the basis of a scheme for two crossing X-ray beams. 
By slightly changing the angle of incidence of the last mirror, by 5 mrad, one can obtain a separation of 
~50 mm between the two X-ray beams. This displacement is sufficient to accommodate a group of 
mirrors to produce variable crossing angles () on the sample from 2 to 90o (Figure 92). For shallow 
angles, a mirror with a single optical coating can be used; while for larger angles some discrete 
multilayer-coated mirrors have to be employed.  

 
If three X-ray beams are needed, for example two beams to generate the standing wave and one beam as a 
probe, the optical system become more complex. A low resolution diffraction grating can be used to 
generate the third X-ray beam. In practice, the M6 and M7 mirrors are replaced by low groove density 
gratings and rotating flat mirrors.  

Nano focusing 

Very small focal spots, well below 1 m, can be achieved in different ways. One approach is to use 
elliptical mirrors. To achieve a spot size of 100 nm, slope errors of ~50 nrad are required. An ellipse will 
strong curvature can be achieved by properly bending a flat and shaped substrate shown in Figure 93. A 
spot of 100 nm in diameter is achievable over most of the soft X-ray range. At low photon energy, the 
diffraction limit increases the spot size by a factor two at 300 eV. With a 2 mJ pulse energy, a calculated 
fluence of >1021 W/cm2 is achieved.  

 

Figure 91: Delay line scheme. The X-ray beam is split in two by the M1 mirror and recombined by the M4 
mirror. The time delay is varied by moving the M6 and M7 mirrors. 

 

Figure 92: Scheme of the variable angle mirror system. To cover variable angles from 2 to 90o, the length 
of the assembly is 1.5 m. 
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Figure 93: Schematic view of the 
mirror bender to achieve a short 
focal length elliptical mirror starting 
from a flat surface. 

Fresnel zone plates are another attractive option. Recently, diamond zone plates were successfully tested 
at the LCLS at a photon energy of 8 keV.2 The zone plates produced the predicted focal spot and did not 
suffer damage from the intense X-ray beam. Such lenses can be quite large, in terms of geometric and 
numerical aperture. The efficiency of these lenses is still limited by the aspect ratio of the zones, but it is 
well above 10% over a large photon energy range. A recent development at SLAC and Stanford 
University 3 increased the aspect ratio of a zone plate, but this technique is currently only applicable to 
silicon. The beam damage limit for such lenses has to be tested. A drawback of zone plates is the 
chromatic focusing, which requires several zone plates to cover a photon energy range and a translation of 
the lens or sample. In addition, the focal distance is relatively short; to achieve a 30 nm focus, the focal 
distance is several tens of cm for hard X-rays, but < 2 cm at the carbon K-edge. 

Experimental approaches & impact of LCLS-II 

RIXS Spectrometers 

For Resonant Inelastic X-ray Scattering (RIXS), different science topics provide varying requirements. 
Experiments studying correlated materials, described in Section 2.3.1, require quite high resolution. A 
high resolution RIXS spectrometer is intended to reach a resolving power E/E of 50,000 in the photon 
energy range between 250 eV to 1000 eV. A conceptual solution is presented in Figure 94. It is based on a 
single optical element, a blazed grating with variable groove density, ruled on a spherical substrate. The 
angle of incidence is constant (88.5° in this example), and the detector will move in an X-Y plane to 
follow the focal curve of the grating (also shown in Figure 94). The maximum distance from the sample 
to the detector is of the order of 10 m. 

 

 
Figure 94: Schematic design of a high resolution RIXS spectrometer. The lower energies are diffracted at 
larger angles and focused slightly farther from the grating than the higher energies. 
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The use of a spherical VLS has some advantages. Only one optical element is needed to diffract and focus 
the radiation. In addition, the change of the focal distance with photon energy is limited, making the 
system easier to use and align. For high photon energy, above 550 eV, to reach the desired resolving 
power in a relatively limited space, a very high groove density grating (above 3000 lines/mm) would be 
required. Such a high groove density, with the required groove density variation, is not currently 
available. Therefore, the grating would be used in higher diffraction orders, the 2nd and 3rd order. 

The expected grating efficiencies for the different diffraction orders are shown in Figure 95. This is a very 
important parameter in the RIXS spectrometers, since the expected count-rate (discussed later) is usually 
limited. 

 

Figure 95: Predicted 
efficiency of the high 
resolution RIXS spherical 
VLS grating for a blaze angle 
of 2.3°. 

 

In principle, the resolving power of a grating spectrometer can be very high, but there are limiting factors 
like the grating manufacturing precision and the detector spatial resolution. These limitations are in 
continuous evolution but, today, one can rely on 160 mm long gratings with the required precision and 20 
m spatial resolution for the detectors. The detector resolution can be increased by tilting the CCD. This 
rotation reduces the quantum efficiency, but several attempts to reduce the dead layer have been made 
and some good results were obtained.4 Alternatively, there is detector development at LBNL, which 
promises to reach a spatial resolution of 6 m.  

Sample damage can also be a limiting factor. For instance, with the design described here, one needs a 
spot on the sample of the order of 10 m in the dispersive direction and 2 mm in the other direction. The 
maximum power density that can be delivered to the sample is of the order of 1 mJ/cm2, equivalent to 
0.2 J. Nevertheless, even with this limiting factor, the expected count rate is 1,000 times higher than the 
count rate on an advanced synchrotron radiation source for the equivalent resolving power. 

The beamline hosting the high resolution RIXS spectrometer must have a resolving power above 50,000. 
A monochromator is needed upstream of the sample because the soft X-ray self-seeding envisioned for 
LCLS II will not produce radiation with a narrow enough bandwidth. As a consequence of the long source 
distance, a monochromator having the required resolving power is possible. VLS plane gratings with 600 
l/mm are sufficient. Mechanical and source stability can be the limiting factors and should be evaluated.  
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For experiments studying problems in catalysis, described in Section 2.2, there is a need for higher 
transmission at moderate resolution. Here, one can implement a lower resolution and more compact 
version of the spectrometer. The basic, design principle is the same, optimizing the photon collection 
while dispersing and focusing onto a position sensitive detector. As shown in Figure 96, the overall 
dimensions are reduced, which increases the angular collection of both the grating and the detector. To 
achieve a resolving power of 2,500-5,000, the grating shall demagnify the considerably. This can be 
achieved by a large ratio between the incident and the diffraction angle. By using a 1800 l/mm plane 
grating, with large groove density variation, one can, with a single grating and by using three diffraction 
orders, focus photon energies between 250 and 1200 eV at the detector.  

In comparison with the high resolution spectrometer, the transmission of the moderate resolution 
spectrometer is improved by several factors. The shorter sample to grating and sample to detector 
distances increases the angular collection. The focus on the sample can be 100 m in the dispersion 
direction allowing 10 times more photons while staying below the damage criterion. Overall, the count 
rate per area on the detector is expected to be 1,000 times larger in the moderate resolution spectrometer 
compared with the high resolution version. 
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Figure 96: Layout of the Low Resolution Spectrometer. The focal plane is chosen to have the CCD always 
perpendicular to the incoming beam with the entire area in focus.  
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4.2 Lasers 

Overview 

Approximately 75 percent of all experiments at the LCLS require optical laser excitation to initiate a 
reaction or state within the sample under investigation. The vast majority of the physical phenomena 
under investigation by pump/probe techniques occur on a timescale of picoseconds to femtoseconds, 
requiring both optical and X-ray sources to have femtosecond pulse duration and a well-defined and 
controllable temporal separation. LCLS-II will present challenges for optical lasers primarily in two broad 
areas: (1) increasing the repetition rate of the lasers to match that of the LCLS-II X-ray beam (up to ~1 
MHz) with suitable pulse energy and (2) maintaining low jitter and drift relative to the X-ray beam. 
Related challenges will include safely managing high average power beams, producing sufficient pulse 
energy at wavelengths of interest where the conversion efficiency is low (e.g., THz, deep-UV), and 
producing and maintaining increasingly shorter pulse durations to take full advantage of the high time 
fidelity of the X-rays and optical beams for experiments on extremely short time scales. New 
opportunities in high energy density (HED) science will drive demand for increased optical laser 
intensity.  

High Repetition Rate 

In the baseline design for the LCLS-II superconducting accelerator the maximum repetition rate for 
electron bunches (and therefore X-ray pulses) is ~1 MHz. While specific experiments may be limited by 
detectors or other considerations, the majority of science opportunities will require 10 to100 kHz lasers 
for pump-probe measurements at THz to EUV frequencies. This establishes an initial goal for LCLS-II of 
a 100 kHz laser system with ~1 mJ for frequency conversion (~100 W). 

Ti:sapphire 

The standard laser system for LCLS is based on Ti:sapphire lasers operating at repetition rates up to 120 
Hz to match the LCLS X-ray beam repetition rate. Ti:sapphire is a very well developed platform with 
numerous commercial suppliers, versatility in wavelength and pulse duration, and with a broad range of 
accessories to extend the wavelength from UV to THz. The standard LCLS Ti:sapphire system is 
comprised of a MHz oscillator that seeds a regenerative amplifier (“regen”). Typically, a multipass 
amplifier (MPA) provides additional amplification up to ~25 mJ at 120 Hz.  

Ti:sapphire is the technology of choice for scaling in repetition rates up to ~10 kHz for applications that 
do not require the highest pulse energy. The primary technical issue for scaling Ti:sapphire is degradation 
due to thermal effects from the pump laser. Cryogenic cooling of Ti:sapphire can extend the average 
power of regen and multipass amplifiers into the range of ~20 to 30 W of average power at 1 kHz, with 
demonstrations of up to 40 to 50 W1 at 10 kHz. The existing Ti:sapphire MPAs at LCLS could be 
modified with cryogenic cooling to reach these average power levels. 

At higher repetition rates (e.g., 100 kHz), commercial Ti:sapphire laser systems are available with an 
average power of ~5 W with conventional cooling. In principle higher average power at 50 to 100 kHz 
could be obtained with cryogenic cooling; but in practice such products are not currently offered due to a 
relatively low market demand and limited availability of high average power pump lasers at this repetition 
rate. While it is anticipated that there will be some development in these pump lasers, the combined 
disadvantages of pump availability and increasingly challenging cryogenic engineering leave Ti:sapphire 
as a material of second choice for high average power 100 kHz-class amplifiers. 
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OPCPA 

Optical Parametric Chirped Pulse Amplification (OPCPA) is currently the most promising option for a 
high average power amplifier system scaling to 100 kHz with >100 W average power with short pulse 
duration and flexible center wavelength. Similar to Chirped Pulse Amplification (CPA), an ultrashort 
pulse is first stretched in time, amplified, and recompressed. In contrast to CPA, in which amplification is 
based on stimulated emission, OPCPA transfers energy from a pump beam to a seed beam in an optical 
parametric amplifier (OPA). The amplification bandwidth can span almost one octave, supporting sub-10-
fs pulse durations in the visible spectrum. In contrast to traditional amplification via stimulated emission 
in pumped laser crystals, no energy is directly stored during the amplification process in the nonlinear 
material due to the instantaneous nature of the OPA process, thereby mitigating typical thermal effects 
and beam distortions and facilitating power and energy scaling of the OPA systems. A review of OPCPA 
technology can be found in ref. 2. Extensive development has been done on high power OPCPA in the 
past years.3 The key enabling technology for high average power OPCPA is commercially available high 
power Yb:YAG amplifier technology4 for OPCPA pumping. 

LCLS has initiated an R&D program to develop a 100 W average power (1 mJ at 100 kHz or 0.1 mJ at 
1 MHz) OPCPA laser system. The target of ≥1 mJ was selected to provide sufficient peak power to drive 
low-efficiency wavelength conversion processes such as THz generation by optical rectification, which 
has a 10-5 conversion efficiency. Other baseline performance parameters include 15 fs FWHM pulse 
duration, tunability from 0.7 to 1.0 µm, and timing synchronization jitter ≤20 fs RMS from 0.01 to 
1 MHz. The configuration of the proposed laser system is shown in Figure 97. 

 

The system will be based on a commercial oscillator for seeding the amplifier and the pump laser for 
passive synchronization, a commercial fiber pre-amplifier to achieve ~10 W average power, and several 

 

Figure 97: Laser setup and detailed beam parameters for the initial R&D laser amplifier. 
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stages of OPCPA pumped by a commercial Yb:YAG amplifier producing >1 kW average power with a 
few picosecond pulse duration.  

The architecture of the system is designed to enable enhanced performance through upgrades or 
alternative modes of operation. Substantial development is also required in terms of investigating thermal 
properties of nonlinear optical crystals for OPCPA and modeling the amplification process prior to design 
and operation of an amplifier. Although OPCPA is inherently less influenced by thermal issues compared 
with standard energy-storage media, at the kW level of pump even a very small coefficient of absorption 
can result in significant heat dissipation in the OPCPA crystals.  

Currently, sub-10 fs X-ray pulses available from the FEL and cross-correlation techniques allow the 
laser/X-ray delay to be measured with ~20 fs accuracy. One limit on the achievable time resolution in 
pump-probe measurements is effectively the pulse duration of the pump-probe laser system. We expect to 
deliver 15 fs for this proposed laser amplifier and sub-10 fs for a future upgrade. The pulse duration or 
gain bandwidth in optical parametric amplification is flexible to a certain extent. The pulse duration 
upgrade can be performed by extending the phase-matching bandwidth: 515 nm pumped BBO OPCPA 
can be used to amplify sub-7 fs pulses. Shorter pulses can be generated with spectral pulse broadening in 
a gas-filled capillary and subsequent compression with chirped mirrors.  

A large spectral range is accessible with various OPCPA configurations pumped with either the 
fundamental or the second harmonic of the OPCPA pump amplifier. Different spectral regions can be 
addressed with OPCPA from the VIS range (0.7 to 1 μm, signal wave) to the mid-IR (1.1 to 4.5 μm, 
signal and idler wave) depending on the pump wavelength (e.g., 1.03 μm from Yb:YAG high power 
amplifiers or 0.515 μm, frequency doubled). A 0.515 μm pumped OPCPA system is planned for the 
initial R&D phase of the amplifier.  

Lasers for High Energy Density Science 

The field of High Energy Density (HED) science performed at the Matter in Extreme Conditions (MEC) 
instrument has laser requirements that emphasize high pulse energy and high peak power. The current 
MEC laser capability is comprised of two laser systems: an Nd:glass, high-energy, temporally-shaped, 
nanosecond laser system that fires at one shot per few minutes, and a Ti:sapphire, high intensity, 
femtosecond laser system capable of producing 30 TW peak power at 5 Hz. There are multiple, 
overlapping pathways for making improvements in laser systems to best take advantage of the new 
capabilities. 

High peak power  

The unique combination of a petawatt laser in close proximity to the LCLS MEC end station and X-ray 
beam will for the first time permit detailed pump-probe studies employing first-principles X-ray 
scattering techniques to measure and uncover the physical mechanisms underlying the interaction of ultra-
intense laser radiation with matter. Commercial petawatt laser systems are available operating at “low” 
energy (~30 J) and short pulse duration (~30 fs) with repetition rates of up to 1 Hz. Similar systems 
operating at up to 10 Hz are promised for delivery to the Extreme Light Infrastructure (ELI) projects in 
the EU. Higher energy (>100 J), longer pulse (>100 fs) systems operating at one shot per few minutes are 
also commercially available. Within the user community there are proponents for both types of lasers 
depending on the specific science of interest. LCLS is engaging in community outreach through 
workshops and direct interactions to help articulate the case for both types of petawatt laser systems. This 
input will inform the selection of the specific laser technology at the time each project is approved and 
funded. 
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High pulse energy  

For accessing the conditions of planetary interiors as well as for creating warm dense matter, it is 
important to get into the multi-Mbar regime with well-defined shock conditions. Currently in MEC, such 
shocks are driven by the second harmonic of a Nd:glass laser system, producing ~30 J in 10 ns pulses at a 
repetition-rate of 0.2 shots/minute. Due to the relatively low pulse energy of the drive laser a small laser 
focus is required to achieve high pressures. Higher laser pulse energy would allow for higher pressures to 
be reached with uniform shocks. One possible upgrade path would be achieved by replacing the final 
glass amplifier rods with a commercially available amplifier, in conjunction with larger aperture LBO 
crystals, enabling the generation of up to 100J in a 10ns pulse at up to 1 shot/minute. Additional 
improvements in the system may also be achieved by upgrading the seed laser and front-end amplifier 
chain. These upgrades would significantly enhance the possibilities for shock physics studies at LCLS-II. 

Laser Synchronization and Timing 

Taking full advantage of the temporal resolution of femtosecond X-ray pulses and femtosecond optical 
lasers in pump-probe experiments requires timing measurement and control of the variable delay between 
the pulses on a timescale of a few 10 fs or better. At present, LCLS has a pulse-to-pulse timing jitter 
relative to the accelerator radio-frequency (RF) distribution of approximately 60 fs RMS, integrated over 
a bandwidth of 0.1 to 100 kHz. Optical lasers must be locked to the accelerator RF distribution with 
similar or better timing jitter, and drifts in the laser beam path and RF distribution must be controlled to 
approximately the 1 ps level. A detailed description of the timing distribution and oscillator locking 
electronics developed at SLAC is given in ref. 5. 

The CW RF drive and high Q of the superconducting accelerator cavities of LCLS-II promises to 
significantly reduce the timing jitter between the low-level RF and the electron bunches and 
corresponding X-ray pulses, possibly to as low as a few femtosecond. This improvement will drive 
corresponding demand for improvements in the jitter of the pump-probe lasers, particularly in 
experiments that probe ultrafast dynamics of transient systems.  

In all cases it will be highly beneficial to have an out-of-loop monitor of the time of arrival of the optical 
laser pulses at the interaction point with the X-rays. One promising option for this out-of-loop monitor is 
based on pulsed femtosecond timing distribution technology utilizing optical balanced cross-correlators 
for timing detection.6 In this work, remote two-color optical-to-optical synchronization was demonstrated 
with 3.3 fs rms slow drift over 24 hours between a Ti:sapphire oscillator and an Er-doped fiber laser. 
Similar systems are already in use (DESY/FLASH) or planned (European XFEL and the PAL FEL) for 
precision synchronization of optical laser with FEL X-ray beams. 

Cross-correlation techniques have been developed at LCLS and other facilities that rely on X-ray-induced 
material changes that cause prompt (few-femtoseconds) changes in the optical properties of the material 
(typically silicon nitride). These techniques include changes in the reflectivity of a thin membrane 
illuminated by a laser pulse at a 45 degree angle7 or changes in the transmission and reflection of a 
membrane illuminated by a temporally chirped laser pulse8. Both methods have measured temporal 
accuracy on the order of 25 fs RMS and both are currently in operation at LCLS. LCLS is investigating 
methods of scaling cross-correlation techniques up to the 100 kHz repetition rate of LCLS-II. 
Nevertheless, LCLS II requires the development of methods for reducing the jitter and drift of the optical 
lasers to the minimum achievable level.  
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4.3 Detectors 

LCLS II presents several challenges for detectors, the primary ones being the very-high pulse repetition 
rate. Secondary exigent demands include the expanded high-energy reach at low repetition rates and 
possible damage associated with the greater radiation fluence.  

Depending on the experiment, pulse-to-pulse images will have to be read out with a speed matching the 
LCLS-II repetition rate or multiple pulses will be accumulated in the detector before readout. Besides the 
obvious challenge of developing very fast readout cameras, it is worth pointing out that also detectors 
operating in accumulation mode will have to perform with a very high degree of uniformity and provide a 
large dynamic range. 

Large, fast, two-dimensional cameras for imaging are key to the success of the LCLS II experimental 
program and the most challenging to develop. 

Direct detection charged-coupled devices (CCDs) have proven their value as scientific detectors in 
astronomy, synchrotron-based research, and lately also at FELs. In particular the fCCD developed at 
LBNL has seen extensive use at LCLS.1 A new version, the very-fast CCD (vfCCD), is currently under 
development. It will maintain the current version’s performance, but increase the frame rate to 5-10 kHz. 
The vfCCD will provide single-photon sensitivity down to the oxygen edge and its auto-ranging gain 
ability will offer significant dynamic range, all within 30-50 m pixels. Use with photon energies up to 5 
keV is foreseen limited only with concerns about radiation damage. Several options for fabricating a thin 
entrance window to achieve high quantum efficiency for soft X-rays are being worked on.  

Complementary-metal-oxide-semiconductor (CMOS) image sensors are very popular for visible-light 
cameras. They have been pursued within high-energy physics and more recently for soft X-rays.2 They 
may be able to provide similar performance as CCDs at very competitive cost. As for CCDs their upper 
photon energy is determined by the effective sensitive thickness while the entrance window defines the 
quantum efficiency at low photon energy. 

Both technologies (CCD and CMOS) are capable of providing the small pixels (ca. 5 m) required for 
cameras coupled with grating or crystal-based spectrometers and offer the most viable solution for high-
resolution spectroscopy. For chemistry requiring resolution on the order of 1 eV direct measurements 
using superconducting Transition-Edge-Sensors (TES), with improved channel counts and counting rates, 
are possible.3 

Hybrid pixel array detectors have revolutionized photon science detectors and been very successful at X-
ray facilities all around the world. New cameras are being developed to match the beam characteristics of 
the various FELs under construction.4-7 At SLAC, the ePix series of detectors have been designed and 
built for LCLS.8 The ePix100 hybrid pixel detector features small 50 µm pixels with low noise capability 
(<100e) and is targeted towards XPCS experiments and as a detector in wavelength dispersive 
spectrometer setups. The ePix10k hybrid pixel detector features 100 µm pixels with auto gain ranging 
(two gains) and a large signal range of up to 104 8keV photons. This makes the detector a perfect choice 
for X-ray diffraction experiments. Both variants target the tender (2-5 keV) and hard X-ray (5-12 keV) 
regime at LCLS. Other variants are also being considered. Although the current generation of cameras 
can be read out at 120 Hz, frame rates between 2 and 10 kHz are expected for the next generation. An 
advantage of this technology is the possibility to implement “smart” cameras, which allow triggered event 
selection together with in-pixel storage. Therefore, the very high pulse repetition rate of LCLS II may be 
accommodated without the need to read and store every single frame. Further, a region of interest mode 
of operation will allow for a smaller area of the camera to be read out at higher speed. 
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At the highest photon energies to be delivered by LCLS II, silicon becomes partially transparent reducing 
the quantum efficiency and increasing the vulnerability of downstream electronics to radiation damage. 
Within the sensor-circuit-chip hybrid paradigm this can be addressed by replacing the silicon sensor with 
one composed of a material with a higher photon cross section. Sensors based on GaAs, Germanium, as 
well as thick silicon, are being explored. Alternatively, a phosphor screen coupled via an optical fiber 
array to an optical CMOS imager operating at 120 Hz would provide a solution, which could be modular 
for ease of construction, repair, and operational flexibility. 

References 

1. D. Doering, Y. D. Chuang, N. Andresen, K. Chow, D. Contarato, C. Cummings, et al., "Development of a 
compact fast CCD camera and resonant soft x-ray scattering endstation for time-resolved pump-
probe experiments," Rev Sci Instrum 82 (2011). 

2. C. B. Wunderer, A. Marras, M. Bayer, L. Glaser, P. Gottlicher, S. Lange, et al., "The PERCIVAL soft X-ray 
imager," J Instrum 9 (2014). 

3. K. D. Irwin, and G. C. Hilton, "Transition-edge sensors," Top Appl Phys 99, 63 (2005). 
4. B. Henrich, J. Becker, R. Dinapoli, P. Goettlicher, H. Graafsma, H. Hirsemann, et al., "The adaptive gain 

integrating pixel detector AGIPD a detector for the European XFEL," Nuclear Instruments and 
Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated 
Equipment 633, Supplement 1, S11 (2011). 

5. M. Porro, L. Andricek, L. Bombelli, G. De Vita, C. Fiorini, P. Fischer, et al., "Expected performance of the 
DEPFET sensor with signal compression: A large format X-ray imager with mega-frame readout 
capability for the European XFEL," Nuclear Instruments and Methods in Physics Research Section A: 
Accelerators, Spectrometers, Detectors and Associated Equipment 624, 509 (2010). 

6. A. Koch, M. Hart, T. Nicholls, C. Angelsen, J. Coughlan, M. French, et al., "Performance of an LPD prototype 
detector at MHz frame rates under Synchrotron and FEL radiation," J Instrum 8 (2013). 

7. A. Mozzanica, A. Bergamaschi, S. Cartier, R. Dinapoli, D. Greiffenberg, I. Johnson, et al., "Prototype 
characterization of the JUNGFRAU pixel detector for SwissFEL," J Instrum 9 (2014). 

8. G. Blaj, and e. al., J Synchrotron Radiat 22, xx (2015). 
 
 



 

177 

4.4 Diagnostics 

The X-ray FEL pulses produced from SASE or self-seeded operation exhibit intrinsic pulse-by-pulse 
fluctuations in pulse energy1, spectral content, temporal profile, transverse profile, coherence, and degree 
of polarization. Additional jitter and drift originating from the electron bunch itself such as the arrival 
time and average photon energy also exist. Diagnostic systems that characterize each and every pulse or 
an ensemble of pulses provide the enhanced and sometimes necessary sensitivity required by many of the 
scientific opportunities at LCLS-II. With the greatly improved stability of the LCLS-II SC linac, many 
experiments may be feasible in an accumulating detection mode where all experimental parameters are 
stable to within the required precision during the detection accumulation time. In this case the diagnostics 
can measure an average or ensemble of pulses. However, when experimental parameters change between 
pulses and over time, averaging is no longer the efficient path to sufficient sensitivity and pulse-by-pulse 
diagnostics will be required.  

Diagnostics devices for machine tuning can often be destructive to the beam whereas diagnostics for 
experimental operation must (nearly) transparently characterize the FEL pulses. Here we describe in a 
prioritized order how each fluctuating parameter can be characterized sufficiently to enable the scientific 
opportunities described in Chapter 3. These devices will be developed or refined/enhanced if existing on 
LCLS to handle the LCLS-II transformative capabilities in terms of better performance such as coverage 
of a wider photon energy range, high repetition rate operation using faster readout electronics, and most 
importantly mitigation of potential performance degradations associated with the non-negligible thermal 
load on beam intercepting components. 

Pulse Energy  

Nearly every FEL experiment relies on knowing the number of photons in each pulse (pulse energy) 
incident on the sample. Moreover, filtering of other fluctuations (e.g. spectral content) often results in 
additional fluctuations in the pulse energy. Consequently a high dynamic range, high sensitivity pulse 
energy diagnostic is a priority. For hard X-rays, the LCLS single-shot transmissive energy monitor based 
on measuring the near-UV fluorescence of N2 gas1 will be upgraded for high repetition rate operation with 
faster readout electronics, and for higher photon energies above 10 keV the Compton scatterings from 
thin solid targets 2 can be used. For the high repetition rate soft X-ray FEL beam, the ion and/or electron 
yield from a dilute noble gas3 will be employed for the higher quantum efficiency and thus lower 
operating pressure which is critical to minimizing thermal effects by the high beam power, and is single-
shot capable. 

Photon Energy and Spectral Content  

Measurements of the absolute photon energy and spectral distribution are vital to advanced spectroscopic 
methods, especially without the use of a monochromator, or in a two-color experiment. With hard X-rays 
a bent Si thin crystal single-shot spectrometer 4 has been successfully employed on LCLS operating at 
120 Hz for photon energies above 5 keV. The same technique using a thin and more transmissive 
diamond crystal will function below 5 keV. For higher repetition rate operation cooling of the diamond 
crystal is required as well as a high frame-rate imaging detector for the spectrograph. For soft X-rays the 
kinetic energy of the primary photoelectrons from a dilute noble gas (e.g. He or Ne) system can be 

                                                 
1 In the self-seeded operation using the current LCLS schemes, the FEL bandwidth is much reduced, but the 
intensity fluctuation increases compared to that of SASE operation because of the jitter in the strength of the seed 
which itself depends on the SASE process before the seeding chicane.  
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measured and used to infer the absolute photon energy to within 100 meV 5 and when fully optimized this 
method will provide a viable transmissive and shot-to-shot spectral diagnostic. Furthermore, if external 
seeding schemes are used, SASE-induced spectral jitter will abate. Coupled with the improved electron 
beam energy stability of the LCLS-II SC linac, a multi-shot average will likely to be sufficient for a 
variety of experiments.  

Arrival Time and Temporal Profile 

X-ray pulse arrival time jitter measurements are critical to all time-resolved experiments. Various single-
shot optical-X-ray cross-correlation techniques have been successfully developed at LCLS for measuring 
the relative timing between a laser pump and the X-ray FEL, and a temporal resolution approaching the 
X-ray pulse duration has been achieved.6 These timing tools should continue to serve well for LCLS-II if 
they can be upgraded to operate at higher repetition rate by mitigating potential thermal effects in the 
solid target. Relative timing between X-ray pulses remains a challenge due to the diminishingly small 
cross-section of non-linear interactions at X-ray wavelengths; typical schemes used in the visible regime 
are no longer feasible. However the advanced technology of the superconducting RF linac will improve 
electron bunch stability entering the undulators. This will significantly reduce some of the electron beam-
related fluctuations in the FEL pulses, especially the arrival time, thus possibly alleviating single-shot 
timing requirements in certain cases. 

There has been no direct X-ray FEL temporal profile measurement of sufficient resolution to date. 
However, a single-shot electron streaking technique has been successfully demonstrated on LCLS by 
spatially mapping out the energy loss of the spent beam imprinted by the lasing process for both soft and 
hard X-rays with resolution approaching a few fs 7. For LCLS-II, this technique will be employed for the 
Cu linac at 120 Hz and the SC linac but operating at lower repetition rate. High repetition rate operation 
will require significant upgrades currently not planned. 

In the long term, to fully help realize the scientific potential of the LCLS-II X-ray FEL, especially in the 
area of multidimensional X-ray spectroscopy, enhanced capabilities in spatial, temporal, and spectral 
diagnostics need development to completely characterize the phase space of the FEL radiation. In 
particular, the frequency, duration, delay, relative intensity ratio, carrier and envelope phases of the wave 
packets of the multi-color and/or multi-bunch are important parameters for measuring attosecond time 
scales characteristic of electronic motion and quantum coherences in atoms and molecules. 

Transverse profile and Beam position  

The transverse profile of the FEL beam not only serves the most basic needs of any user for alignment, 
but also provides important information of the lasing process, which could be used for machine tuning. 
For the former, capturing/displaying a time averaged beam image will suffice, whereas single-shot 
capability is required for diagnosing the FEL performance. For LCLS single-shot beam profile 
measurement based on X-ray scintillation and optical imaging (albeit destructive) is capable of revealing 
imperfections of any upstream X-ray optics such as mirrors and monochromators.8 For LCLS-II high 
repetition rate operation, two important upgrades will be implemented for cooling the scintillator and sub-
s camera exposure control and readout for single-shot image capturing in burst mode.  

The beam centroid position can be monitored non-destructively for hard X-rays on LCLS using quadrant 
detection form Compton scatterings 2, and for soft X-rays in a low-density noble gas using the 
photoelectrons and ions detected on split electrode 9. Pointing jitter measurement can be accomplished by 
using multiple devices with sufficient separation along the beam. The high repetition rate operation of the 
LCLS-II will require upgrades in cooling the target for hard X-rays and using faster readout electronics 
for both techniques. However the improved electron beam stability of the LCLS-II SC linac will reduce 
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the both the shot-to-shot positional and pointing jitter and long time scale drift, relegating the single-shot 
requirement. 

Wavefront and Transverse Coherence 

The FEL wavefront and transverse coherence of an often focused beam at the sample exhibits fluctuations 
due to the partial coherence of a SASE beam as well as static and dynamic effects induced by X-ray 
optics. Developments in the area of wavefront and transverse coherence measurements on a single-shot 
basis will help achieve the best possible performances, e.g. sub-nm spatial resolution in single particle 
imaging experiments, or obtaining femtosecond time-scale dynamics of disordered systems at atomic 
length scales for X-ray correlation spectroscopy experiments by resolving minuscular speckle contrast. 
Wavefront measurements can be achieved with traditional Hartmann type sensors or by measuring the 
coherent scattering from well-characterized nanoparticles 10, 11, although both techniques are destructive, 
thus providing only the typical or “average” information on the beam wavefront. Soft and hard X-rays 
transverse coherence measurements based on Young double-slits 12 and the Hanbury Brown Twiss effect 
13 have been demonstrated are either destructive or multi-pulse ensemble averages. Development of 
minimally invasive and single-shot capable wavefront and coherence measurements should continue and 
will reap scientific benefits as more and newer experimental opportunities provided the transformative 
LCLS-II FEL performances.  

State and Degree of Polarization  

The possibility of variable polarization FEL beam at LCLS-II with a DELTA undulator 14 will permit 
additional new studies of novel magnetic systems, especially in a time-resolved manner. Tuning and 
optimizing the DELTA-undulator performance and using the polarized FEL requires a diagnostic capable 
of measuring the state (linear, elliptical, or circular) and degree of polarization, ideally on a single-shot 
basis to properly take into account the jitters in the lasing process. For soft X-rays, an angle-resolved time 
of flight (TOF) electron spectrometer system mapping the anisotropic emission distribution from a dilute 
gas has been in development by a European XFEL team 15 and successfully tested at LCLS. The baseline 
design of this device is single-shot capable, but was intended to measure only the relative change in the 
degree of polarization assuming a predominant polarization state2, and when complimented by scanning 
type of reflection-based polarimeter systems, it should provide the needed capability of polarization 
analysis of the LCLS-II with sufficiently high sensitivity.  

These envisioned upgrades represent significant technical challenges in certain cases, but preliminary 
analyses indicate that there are clear paths forward to successful implementation. As the variety, 
complexity, and intricacy of the FEL-based experiments evolve X-ray diagnostics along with X-ray optics 
will grow in sophistication, to enable new experimental approaches for addressing the scientific 
opportunities at LCLS-II.  

  

                                                 
2 In the case of a completely un-polarized beam, the emission distribution will be isotropic and identical to that of 
either left or right circularly polarized beam thus is not differentiated. An enhanced design seeks to analyze the spin 
of the photoelectron wavefunction, which depends on the chirality of the polarization.  
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5.0 Overview of LCLS-II 

The LCLS-II is an X-ray Free-Electron Laser (FEL) designed to deliver photons between 200 eV and 
5 keV at repetition rates as high as 1 MHz using a superconducting RF linac (SCRF) while still providing 
pulses at short wavelengths and high X-ray pulse energy over the photon range of 1 to 25 keV using the 
existing copper RF (CuRF) LCLS linac at 120 Hz.1 To cover the full photon-energy range, the facility 
will include two variable-strength (gap-tunable) undulators, one dedicated to the production of soft X-rays 
(SXU) from 0.2 – 1.3 keV and one dedicated to production of Hard X-rays (HXU) from 1.0 – 25.0 keV. 
The facility will also introduce the possibility of generating near transform-limited pulses using self-
seeding as well as photon beamline monochromators. The LCLS-II project scope is illustrated 
schematically in Figure 98. 

 

The facility is constructed to deliver either high-rate beam from the SCRF linac to both the SXU and 
HXU undulators, or to deliver the high-rate beam to the SXU undulator and deliver beam from the 
existing copper CuRF linac at 120 Hz to the HXU undulator. As illustrated in Figure 99, the SXU 
undulator is designed to lase in SASE mode over the photon energy range from 0.2 to 1.3 keV when 
supplied with beam from the SCRF linac. The HXU undulator is designed to lase in SASE mode over the 
photon energy range from 1.0 keV to 5.0 keV when supplied with beam from the SCRF linac, and over 
the energy range from 1.0 to 25.0 keV when supplied with beam from the existing CuRF linac. Both 
undulators will include the option for self-seeding, with SXU self-seeding over the photon energy range 
from 0.2 to 1.3 keV when fed by the SCRF linac and HXU self-seeding covering the photon energy range 
from 4.0 to 12.0 keV when supplied beam from the CuRF linac. The HXU self-seeding system is not 
designed to operate with high power beam from the SCRF linac but may be upgraded to do so.  

 

 

 

Figure 98: Schematic layout of the LCLS-II project scope 

 

 

 

Figure 99: Photon energies from the SCRF and CuRF linacs for both SASE and self-seeded operation, 
assuming 4.0 GeV SCRF electrons and 3-to-15 GeV CuRF electron beams. Self-seeding for photon 
energies between 1.3 and 4 keV is possible with an upgrade. 
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5.1 Unique LCLS-II Capabilities 

The LCLS-II will have the high peak brightness capability and flexibility of LCLS while also having the 
ability to provide MHz rate beams from a CW SCRF linac. As described, the operating regimes are: 

1. Soft X-ray photons from SASE and self-seeding between 0.2 and 1.3 keV at MHz rates, with an 
average X-ray power as high as 200 Watts; 
 

2. Hard X-ray photons from SASE between 1.0 and 5.0 keV at MHz rates with an average X-ray 
power as high as 200 Watts and with the possibility of a future upgrade to self-seeding operation 
at energies between 1 and 4 keV; 
 

3. Hard X-ray photons with SASE between 1 and 25 keV and self-seeding between 4 keV and 13 
keV at 120 Hz, with mJ-class pulses and performance comparable to or exceeding that of LCLS. 

The SCRF linac will be intrinsically more stable than the LCLS linac and the energy stability of the 
electron beams is specified to be <0.01% rms which is >10x more stable than that from the CuRF linac. 
The timing stability in the initial implementation of LCLS-II is specified to be better than 20 fs rms and is 
expected to be roughly 10 fs rms. The transverse stability and pointing stability are specified to be better 
than 10% of the beam sizes. It is expected that the stability of the SCRF beams will be improved after the 
initial operation with the implementation of additional feedback systems that are possible due to the very 
high repetition rates of the linac. 

The beams from the CuRF linac at 120 Hz will retain all of the flexible operating modes that are being 
developed at LCLS. These include pulse-length control, two-color pulses and two pulses with delay at the 
100 fs scale. New techniques are being developed as well which may allow pulse-by-pulse pulse length 
control and limited shaping of the X-ray pulses. Many of these techniques will be implemented on the 
SCRF linac as well however these capabilities are beyond the baseline project and will take time after 
initial operation to develop the full capability.  

5.2 Overview: Linacs, Undulators/FELs 

The beam parameters from the SCRF linac, listed in Table 1, include performance specifications for the 
nominal bunch charge of 100 pC as well as the performance ranges and jitter limits. To optimize the FEL 
performance for a variety of experimental requirements, the LCLS-II is being designed to operate with a 
wide range of bunch charges ranging from 10 to 300 pC. The maximum repetition rate of the SCRF linac 
is 0.929 MHz. 
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Table 1.  Electron beam operational parameters at SCRF linac end, 
 including rms stability requirements. 

Electron Beam Parameters symbol nominal range units 

Final electron energy (operational) Ef 4.0 2.0-4.14  GeV 

Electron bunch charge (limited by beam power) Qb 0.10 0.01-0.3 nC 

Max. bunch repetition rate in linac (CW)  fb 0.62 0-0.93 MHz 

Average electron current in linac Iav 0.062 0.001-0.3  mA 

Average electron beam power at linac end (limit) Pav 0.25 0-1.2  MW 

Norm. rms transverse slice emittance at undulator -s 0.45 0.2-0.7  m 

Final peak current (at undulator) Ipk 1000 500-1500 A 

Estimated RMS Beam Stability Goals:     

Relative rms electron energy stability (at und.) (E/Ef)rms < 0.01 - % 

Relative rms peak current stability (at und.) (I/Ipk)rms < 5 - % 

Bunch arrival time stability (rms, at und.) (tb)rms < 20 - fs 

Transverse centroid stability (rms, at und., 100 pC) xrms/x < 10  - % 

 

The SCRF linac is being designed to accelerate 300 A up to >4GeV for 1.2 MW of beam power, which 
is sufficient to ultimately generate more than 100 Watts of X-rays to each of ten individual undulator 
beamlines. The initial LCLS-II configuration will be limited to a maximum power of 250 kW by the 
downstream beam dump capacity. The baseline SCRF linac only includes sufficient RF power to 
accelerate 100 A up to 4 GeV. 

The electron beam parameters of the existing CuRF linac, listed in Table 2, are based on those of the 
LCLS. The LCLS-II project requires no modifications to the existing LCLS injector, linac or bunch 
compressor systems. The beam transport in the Beam Switch Yard (BSY), downstream of the LCLS 
linac, will be modified as part of an Accelerator Improvement Project (AIP) to allow a connection to the 
transport line from the LCLS-II SCRF linac. A DC dipole will be used to direct the beam from either the 
SCRF or the CuRF linac into the transport line to the HXU undulator.  

Table 2. Electron beam parameters from the CuRF linac in the LCLS-II; the beam from the CuRF  
linac will be very similar to that produced currently in the LCLS 

Electron Beam Parameters symbol nominal range units 

Final electron energy (operational) Ef 13.6 2.5-15 GeV 

Maximum upgrade energy (or reduced duty factor) Emax 17 - GeV 

Electron bunch charge (limited by beam power) Qb 0.13 0.02 - 0.30 nC 

Bunch repetition rate in linac (CW) fb 120 0 - 120 Hz 

Normal rms transverse slice emittance (nom. charge) -s 0.45 0.2 - 0.7 m 

Final peak current Ipk 3000 500 - 4500 A 
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As noted, the SXU undulator can be fed from the SCRF linac, while the HXU undulator can be fed from 
either the SCRF or the CuRF linacs, although not from both simultaneously. The undulators will be 
installed in the existing LCLS Undulator Hall. A schematic of the undulator layout appears in Figure 100. 

Both undulators are variable-gap hybrid permanent-magnet undulators. The HXU undulator has a period 
of 26 mm, close to that of the existing LCLS undulator, while the SXU undulator has a period of 39 mm. 
The maximum length of the existing LCLS Undulator Hall is roughly 150 meters. This will allow for the 
installation of up to 35 segments for the HXU, with each segment being 3.4 meters long followed by an 
interspace of 1.0 meters for a quadrupole, phase shifter, RF BPM, and x and y steering coils, To support 
self-seeding, two of these undulator slots will be reserved for self-seeding monochromators. The baseline 
will include 32 HXU segments plus two self-seeding slots, one of which contains the existing HXU self-
seeding monochromator; the other is reserved for a future upgrade.  

The SXU undulator can be shorter, and there will be 21 SXU undulator segments plus one empty slot for 
the self-seeding monochromator which will be based on the LCLS SXUSS monochromator but modified 
for higher average power with a resolving power of 10,000. Development of the SXUSS monochromator 
is ongoing. The last three SXU undulator slots are reserved for the future installation of polarization 
control undulators, and the space upstream of the SXU undulator may be used for future seeding 
installations or additional undulators for two-color X-ray generation or other upgrades. 

 
At the nominal SCRF energy of 4.0 GeV, the HXU can cover the photon energy range of 1.5 to 5 keV in 
SASE mode. For the HXU to access lower photon energies, such as 1 keV, the linac energy would be 
decreased to 3.3 GeV. Over most of the photon energy range, the HXU undulator length is >20% longer 
than that required to saturate. However with 100 pC bunch charge, there is little margin at 5 keV, and the 
photon pulse energy is decreased to a few J. In this case, the 20% margin in undulator length can be 
gained by operating the SCRF linac at the maximum energy of roughly 4.2 GeV or operating at lower 
bunch charge and thereby lower beam emittance. With 20 pC per bunch, more than 20 J of X-rays per 
pulse are expected.  

Figure 101 illustrates the estimated X-ray pulse energies for the SXU and HXU as a function of the 
photon energy when fed by the SCRF linac with 100 pC per bunch. 
 

 
Figure 100: Schematic of the undulator layout. The total length represented in this figure is roughly 150 m, 
and the two undulators are separated horizontally by 2.5 m. The undulator layout includes space for the 
baseline self-seeding monochromators at slots 33 (SXU and 32 (HXU) as well as space a future 
monochromator upgrade in slot 24 (HXU), polarization control upgrade (slots 48-50 (SXU), future 
installation for undulators or beam manipulation in slots 16-25 (SXU). 
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Figure 101: Calculated X-ray pulse 
energies versus photon energy for 
the SXU (red) and the HXU (blue) 
undulators for 100 pC per bunch. 

Figure 102 illustrates the calculated X-ray pulse energy versus the photon energy for the HXU FEL when 
fed by the CuRF linac with 130 pC per bunch and compressed to 3 kA (similar to the LCLS operation). 
Because of the shorter undulator period, the X-ray pulse energy from the HXU FEL will be slightly lower 
than that of the LCLS at photon energies of a few keV. However, the LCLS-II HXU will be able to 
generate X-rays over a much wider range of wavelengths than the LCLS. 

 

Figure 102: Calculated output per 
pulse from Hard X-ray Undulator 
when driven by the CuRF Linac. 
 

5.3 Operating Modes  

The LCLS-II will be flexible in its operating modes. As noted above, the HXU can be fed from either the 
SCRF linac or the CuRF linac, while the SXU can be fed only from the SCRF linac. The BSY Beam 
Spreader can direct the SCRF linac beam arbitrarily toward either undulator or to the BSY dump. The 
design does not presently include the capability of delivering different bunch charges or peak currents to 
the two undulators simultaneously, however that capability may be developed in the future. .  

The very high average power of the accelerated CW SCRF electron beam makes it undesirable to 
terminate the beam anywhere other than in specially-designed beam dumps. Materials struck by the full-
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power beam in a persistent manner for more than roughly 100 microseconds may be damaged, possibly 
leading to a breach of the vacuum chamber. For this reason, several accelerator operating modes are 
envisioned for initial low-power commissioning, recovery from RF trips, recovery from beam-loss trips, 
and startup from shut-down periods. These modes are configured to allow machine setup and diagnosis, 
but are defined at much lower average-power levels to protect the beamline components during these less 
controlled, more transient startup periods. Beams sent to different destinations may operate in different 
modes at the same time. For example, it should be possible to tune up low-power beams going to one 
undulator while simultaneously delivering full-power beams to the other. Examples of possible operating 
SASE modes are listed in Table 3 below.  

Table 3. Examples of possible operating modes in the LCLS-II. 

Configuration Linac Parameters SXU HXU 

High rate to SXU and HXU 
SCRF: 4 GeV, 0.929 MHz; 60 pC 

CuRF: off 

50-200 W at 1 keV 

(120-450 uJ at 460 kHz) 
20 W at 3 keV 

(43 uJ at 460 kHz) 

High rate to SXU and  
medium pulse energy at HXU 

SCRF: 4 GeV, 0.240 MHz; 100 pC 

CuRF: off 

80-200 W at 250 eV 

(350-900 uJ at 210 kHz) 
20 W at 1.5 keV 
(1 mJ at 20 kHz) 

Medium rate and pulse energy 
at SXU and HXU 

SCRF: 4 GeV, 0.490 MHz; 100 pC 

CuRF: off 

20 W at 500 eV 

(1 mJ at 20 kHz) 
125 W at 4 keV 

(0.4 mJ at 310 kHz) 

High rate to SXU and high 
pulse energy at HXU 

SCRF: 4 GeV, 0.410 MHz; 100 pC 

CuRF: 15 GeV, 120 Hz, 130 pC 

200 W at 250 eV 

(500 J at 400 kHz) 
0.5 W at 3 keV 

(4 mJ at 120 Hz) 

High rate to SXU and short 
wavelength at HXU 

SCRF: 4 GeV, 0.929 MHz; 30 pC 

CuRF: 15 GeV, 120 Hz, 130 pC 

50 - 200 W at 1.2 keV 

(50-200 uJ at 920 kHz) 
0.1 W at 25 keV 

(500 uJ at 120 Hz) 

 

All of the flexibility, including X-ray pulse length and two-color techniques that are being developed at 
LCLS, will continue to exist. The SCRF linac is designed to operate over a range of bunch charges and 
peak currents. The charge and repetition rate are limited by the maximum electron beam power delivered 
to an undulator of 120 kW. The nominal parameters are 100 pC per bunch at up to 300 kHz with a 60 fs 
FWHM pulse length. The pulse length decreases to 20 fs FWHM with a 20 pC bunch (and the repetition 
rate can be increased to roughly 900 kHz) and increases to 150 fs FWHM with a 300 pC bunch (but the 
maximum repetition rate is decreased to 100 kHz). Techniques that are being developed at LCLS will be 
used to control the pulse length in LCLS-II, reducing it from the nominal values listed above. It is 
expected that these techniques will be able to provide few fs FWHM pulses. In this case, the energy per 
pulse will decrease in proportion to the pulse length. The generation of shorter pulses is an ongoing topic 
of R&D. 

5.4 Future Options/Capabilities 

Although not explicitly part of the baseline capability, the FEL facility as constructed will likely be able 
to support many enhanced modes of operation.  

Self-Seeding 

The current LCLS soft X-ray self-seeding scheme2 is, in practice, a monochromator and electron chicane, 
inserted into the section 9 of the undulator. It collects the SASE radiation produced by the first 8 
undulator sections, selects a narrower bandwidth and uses the resulting monochromatic beam to seed the 
electron beam in the following undulator section. The self-seeding monochromator is composed by a 



Overview of LCLS-II 

187 

toroidal grating dispersing the light horizontally, and some mirrors to refocus and super-impose the X-ray 
and electron beams in the following undulator section. The current monochromator has a resolution 
around 5,000 and is mainly limited by the number of illuminated grooves of the grating, i.e. by the 
diffraction limit. 

After the experience of the soft X-ray self-seeding commissioning, it is clear that the power generated by 
the first 8 undulator sections is more than sufficient to provide enough photons for seeding the electron 
beam in the downstream undulator sections. Therefore, the resolving power can be increased by 
lengthening the distance from the SASE source to the grating, as shown in Figure 103, and by using a 
larger groove density grating, 1800 l/mm in this case. In practice, one can open the gaps of the undulators 
upstream of the self-seeding monochromator, which illuminates more grooves and increases the resolving 
power. Considering the needed seeding power, one can expect a resolving power between 20,000 and 
40,000. 

 

Additional Operating Modes and Options 

There are a number of enhanced operating modes which may provide access to additional capabilities. It 
is possible that some of these might be implemented as part of the baseline project or added shortly after 
construction. Two-color operation may be accomplished with different schemes tailored to the 
experimental requirement. Photon energies differing by up to 1-2% are currently generated by operating 
the FEL in a double bunch scheme.3 Double bunch operation is ideal for two color experiments requiring 
only a few eV difference in photon energies and delays between 0-100 fs. Two color pulses that could 
differ by the entire spectral range of the undulator (0.2-1.3 keV for the SXU) are possible with the split 
undulator scheme.4 Here the first and second halves of the undulator are tuned to the desired respective X-
ray energies, and a chicane in the middle of the undulator is used to generate a time delay.  

A unique capability afforded by the co-location of undulators at LCLS is the potential to combine hard 
and soft X-ray pulses, originating from respective undulators, on a sample within an endstation. This form 
of hard X-ray, soft X-ray two color experiment could be accomplished with two pulses originating from 
the SC linac or one from each of the respective linacs. This would enable one to simultaneously probe the 
dynamics of electronic and nuclear structure. 

External laser seeding (and more general laser manipulation of the e-beam) on the soft X-ray undulator 
would provide control over the bandwidth and pulse duration (at close to the Fourier transform limit) at 
sub-keV photon energies. This will be particularly powerful for spectroscopic methods such as time-
resolved RIXS. The potential for creating large coherent spectral bandwidth, and pulse durations ~1 fs or 

 
Figure 103: Schematic view of the soft X-ray self-seeding. The grating is designed to accommodate variable 
source distances. The small defocusing resulting from the variation of the source distance is negligible because 
of the length of the photon-electron interaction region. 
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less will enable non-linear X-ray spectroscopies in a similar manner to what has been achieved for optical 
non-linear spectroscopy. Accelerator methods to provide multiple X-ray pulses for four-wave mixing 
experiments have also been proposed.5 

Driving the soft X-ray undulator with the high-energy electron beam from the warm copper SLAC linac 
will generate pulses with very high energy (>5 mJ) in the tender (2-5 keV) X-ray regime at 120 Hz. The 
peak power levels from this source could reach the TW level opening up new capabilities for single 
particle imaging. 

Extending high repetition rate operation to photon energies of 6-9 keV via electron energies of 4.5-6 GeV 
could be enabled by increasing cryoplant capacity (to support higher accelerating gradients), by 
increasing the number of cryomodules, or by a reduced duty cycle operating mode. High repetition hard 
X-rays from the undulator fundamental would transform hard X-ray scattering and spectroscopy. 
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Appendix 1: X-ray Interactions and Non-Disruptive Probing 

Soft X-rays are an incisive probe of electronic structure. However, an important requirement is that the 
probe pulse not disrupt the system that we seek to understand. This is equally true for systems in a 
correlated ground state, and for systems prepared in a perturbative near-equilibrium excited state by a 
tailored excitation pulse. The X-ray probe interaction with the material under study must remain in the 
linear regime, and this places restrictions on the tolerable pulse fluence for ultrafast probes. 

Nonlinear X-ray probe interaction may be manifest in several forms depending on the experimental 
technique, and on the material properties under investigation. For example, photoelectron spectroscopy is 
one of the most informative probes of electronic structure - reporting on both the energy and momentum 
of the electronic states of an ordered solid. However, at fluences above ~5x106 ph/pulse (50 m spot) 
space-charge effects distort the photoelectron spectrum and degrade the energy resolution. Thus high 
repetition rate at moderate flux per pulse is essential to achieve the required count rates for photoemission 
spectroscopy. 

Photon-in photon out techniques can tolerate somewhat higher pulse fluence and still remain in the linear 
interaction regime. For example, XES measurements on Si samples at FLASH indicate an acceptable 
upper pulse fluence limit on the order of 10 mJ/cm2. Recent resonant diffraction studies of charge-
ordering in nickelate samples at LCLS indicate a safe upper bound of ~1 mJ/cm2. These fluence levels are 
consistent with ultrafast visible spectroscopy research over the past several decades, where the importance 
of maintaining a linear probe interaction is well established. For 1 keV photons and characteristic spot 
sizes of 50 m (e.g. for probing heterogeneous materials even smaller focal spots may be required), this 
corresponds to an upper limit on the usable fluence of ~108 photons per pulse. 

However, photon-in photon-out spectroscopy techniques are photon hungry, owing to the small inelastic 
cross-sections. The most demanding experiments at 3rd generation soft X-ray synchrotron sources require 
an average flux in excess of ~1012 ph/s/(10 meV bandwidth). In order to achieve these average flux levels 
with soft X-ray lasers (while restricted to less than 108 ph/pulse as described above), they must operate in 
the 10-100 kHz regime. The most demanding and most informative experiments of the future, 
experiments that are presently well beyond our reach, will push this requirement into the MHz regime, 
and will require even better energy resolution. 

Similar estimates on the appropriate fluence limit can be derived based on simple considerations of the X-
ray absorption cross-section, and the deposited energy per atom. In the soft X-ray range (0.1-1 keV), 
typical atomic absorption cross-sections are on the order of 10-18 cm2. If one considers 109 photons/pulse 
at 1 keV, in a 30 m focal spot (10-5 cm2 area), this corresponds to 1017 eV/cm2 (16 mJ/cm2), or 0.1 eV 
per atom. The typical energy of a covalent bond is ~1 eV per atom, so this fluence level is sufficient to 
break ~10% of the covalent bonds in a molecule or solid. This interaction level is far from linear or non-
disruptive. 

From another perspective, this fluence level corresponds to ~10% valence to conduction band excitation 
in a 1 eV gap semiconductor. This is the nominal threshold at which “non-thermal” melting is known to 
occur in semiconductors. These electronic excitation levels are sufficiently high to directly destabilize the 
lattice. Based on these considerations, the incident fluence per pulse should be ~1 mJ/cm2 or less in order 
to be safely in a linear interaction regime. High repetition rate will be essential to provide the high 
average X-ray flux required by the experiments, while keeping the flux per pulse safely in the linear 
interaction regime. 
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