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Introduction Objectives Transfer Rates
The LCLS datamover is the pivotal element responsible i i mi Transfer rates vary and depend on the
for the transfer of experiment data files to various storage Get All FlleS/RUﬂS ofaLCLS E.xpe"ment' . e e experiment; however, there are two limitations:
The t pf di ol d di gth « Each approved experiment proposal receives a set beam time, o
reSOl.JfleeSt. < Wil S.pee IS_I_C;::UCIa ’_d %pfn tlng (.)fn _ = typlcally five 12-hour shifts. Within these ShiftS, hundreds to | N (F|g 9) Real time transfers are limited by data
SPECINIC SIOrage resouree In use. 1his rapid data ransieris thousands of runs are performed, with varying configurations and Fle 0 - — collection rate which could be around 100-300 MB/s (or
instrumental in enabling users to efficiently process and tasks w— !W!!!lﬂ!lggg slower)
ANCIAIYels qat?hqua“t{:f vt dsﬁbse?luepﬂy informs decisions - Experiments originate within LCLS-I (cxi, mec, mfx, xcs, xpp, det), Chunked File | [EEEEESS——  E——
coneerning the tontiniing data ColeCtion protess. and LCLS-II (tmo, txi, rix). We obtain them by operating the python clla: (karm Lakemcyls ' » (Fig. 10): If a transfer starts very late (large start latency)
. . requests library to gain APl access to the LCLS-II elog (Fig. 3), and — . | the rate will be limited by the checksum calculation of
dThel.(;ata movement metc.;hanls.::ns ?re III;JhStrgtetd by dashed exeCUtlng SQL queries for gatherlng the moverDB file transfers. e {Negmtive Latancy) Transfer Rate, Experiment: cxilx6520 Transfer Rate, Experiment: xpplw3920
and solid arrows, representing writes from the L'ata We then utilize JSON parsing for formatting and easy extraction. 0 5 0 15 20 25 30 35 40 107 4 -
Acquisition (DAQ) and data reduction pipeline (DRP, LCLS- d e Seconds Since Run Start 5 i I
/it " id": "62798d16fc126089057371e0", ]
1), andt'thel aCEI’EIr\]/ItIeS Cor:tm”ted by t?? dat? mOYIe)r;’ " "Eésglute_patg": E/u:zgpcgg/pds?mec/mec1y272a/xtc/meclyzna—raaas—saa—cal.xtc", Fig. 4: Example of metrics timings
respectively. There are two types of transfers: eal-time "hostname": *daq-mec-dss@3", Metrics Considerations: 102
. 5 . . . . 1, n > >
transfers, which begin as soon as a file is opened, with the ";g::gh": " /mec/mecly2720/xtc/mecly2720-r0008-s00-c01. xtc", Files/Runs 5 e
mover concurrently reading data while the DAQ/DRP writer is "Eggéggmtimgétamp": "2022-05-09T21:52:22.734000+00: 00", ) : : : . . . g g 10!
still engaged in writing; 2) Complete or closed file transfers ST SR PP B e ) R AI IS:"%]Q rufn cofns!;ts of tmanytflles Ee'”lg F:reatretd f:r;d Ivvrltl;cer; n 10%
that only commence after a file has been closed. "SRCF_FFB": { ) paraiiel. 1hereiore 101 tne metrics, 1t 15 not only Important to 100k a
asof": "2022-05-09722:02:34.913000+00: 00 files, but also when all files of a run have been transferred.
- -local | __real-time T " { - ] 10° 1 _' f 10°
= e "asof": "2022-05-09T22:08:12.126000+00:00" Chunke-d F{Ieg : : K g =0 0 00 200 300 400
_________________________ Storage onen | anlysi } A max file size is enforced by the DAQ. If a file reaches the max it rate (MBytes/second) e TR
complete-files }, . . .
ntizel: 08800297456 will be clos:eq and a new one is ope.ned with the same name except Fig. 9: Experiment cxilx6520 Fig. 10: Experiment xppliw3920
compleles [ Sabramn | [t the chunk is incremented by one. Different chunks are used to
i Fig. 3: A file from the elog_file_catalog; experiment: mecly2720 calculate the start and done latencies. s 1
S - - -
Conclusions and Continuations
—— T AnalySIS of Latencies Beam users rely on rapid feedback loops where each
Scratch > resources run'S data |S analyzed, adJUStmentS dare made and
T R TT Courtecy oF Wilka K Expected Latencies Unusual Latencies subsequent runs are planned. We have shown getting this
ig. 1: Flow of Data from . Courtesy of Wilko Kroeger L : : s : :
Transfer Done Latency, Experiment: xpplw5220 ° After retrlevmg and processmg a” experlments, Transfer Done Latency, Experiment: mecly4720 feedbaCk Wlt_h"‘? a feW SGC?HdS relal_[lve tO the data C.O”eCtIOn
. R . ] ) TN we organize them into a data frame using 20.0 . allows to optimize the desired physics results ensuring an
A o ilpe - g - . .
Goals >00 '{ ‘a‘s,' IF R o }‘f.w pandas. We then analyze our metrics with 17.5 : , efﬂmept usage .of the precious I._CLS beam time. However,
251 A et o, },;.’. ;-‘{' Jupyter and visualize them with Matplotlib. 501 outliers | = occasional outliers were identified.
To show how quickly files/runs are transferred s % ;’i‘l ol f‘" i o6e s : N
between the different storage resources 2225{ & . ? ~}- on f.:., s;). 2 , Monitoring data mover latency and transfer rates are
O S * o @ o g". - . ] . . .
2004 ¢ . & % iy P e (Ei : SRR § 10.0 ' equally important for a few reasons. Firstly, they are vital
7. "’.’;;: R ey ‘-"'i 9% (Figs. 5 & 6): We expect the distribution of the | 3 i indicators of the system’s performance an{j heaxith An
type from metrics 1751 , e W A5 . i :2;.‘ done latency to be around 2-3 seconds. 7.5 ¢ gl =Y P .
Va|ueS we are transfer start latency transferStart - runStart 1.50 - $ :{::1 ’ .;": ’E“l &'V‘:'. 3.% 50 s = = abnorma“ty’.“k.e Increas.ed Iatency lor decre.ased .tranSfer
intereSted in transfer done latency transferStop - runStop ':i .:é .:‘°.o° :é ﬁ'-f .“-&‘ : rate’ COUId Slgnlfy pOtentlaI SyStem ISSUES, InCIUdlng netWOrk
el IR B A L B T . . 2.5 - congestion or disk failures. Secondly, the expensive nature of
transfer rate files_size / transfer_time 1.00 r cl 1 .’ . * (Flg 7 & 8) HOwever, several eXperlmentS : : : : : :
B 3 b a8 | have outliers that exceed our expected range the operations makes it essential to maintain optimal
+elog_runs metrics: UYL A LA™ o ¢ . T p J¢ efficiency. By monitoring these metrics, one can spot
- Run #, start and stop time of a run BARI T Dt Destrinsion il EEsie fo_r e lnghiee: SR T Dywtn D by stian inefficiencies, helping in cost management.
+elog_file_catalog metrics: Figs. 5 & 6: Distribution of done latency of ) I(_:irgekst;l?I latencies. Figs. 7 & 8: Distribution of done latency of
- Name, path, run #, create_time and location experiments: xpplws220 & rixly0120 - Lhunkeaties. | experiments: mecly4720 & mfxx49820 Looking towards the future, we’ve initiated a process
(file_size, only valid if file is transferred) s bbbt sl e - Complications with storage resources: q Experiment: mfxx49820 referred to as “Investigative alerting,” which is designed to
+moverDB transfers (file_migration) metrics: o T ISSUES W_'th the DSS node or DAQ | boost our responsiveness to potential issues. This system
- Transfer start and stop times, file path, and source _ - » transferring data or even crashing. This sends out automatic messages to the PSDM team if any
Wh " reaatamd 60 - b s -_ explains the negative values. | 10 suspicious activities or anomalies are detected in data
S i ANEE AU el 50 - [ n T [T - Files may transfer before a run ends; review | Negative transfers or ongoing experiments. The automated alerting
S a0 l‘ Ll | | Ll ”r ‘ I ‘ | | Fl r”l all files in the same stream. g ] Latency acts like an alarm, capturing our immediate attention and
= -
> ~enabling Swift actions 1o rectify any 1Ssues.
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file_migration / €Log - I | | I I | | ]
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